GRADIENT FLOWS IN ASYMMETRIC METRIC SPACES AND APPLICATIONS
SHIN-ICHI OHTA AND WEI ZHAO

ABSTRACT. This paper is devoted to the investigation of gradient flows in asymmetric metric spaces (for
example, irreversible Finsler manifolds and Minkowski normed spaces) by means of discrete approximation.
We study basic properties of curves and upper gradients in asymmetric metric spaces, and establish the
existence of a curve of maximal slope, which is regarded as a gradient curve in the non-smooth setting.
Introducing a natural convexity assumption on the potential function, which is called the (p, A)-convexity,
we also obtain some regularizing effects on the asymptotic behavior of curves of maximal slope. Applica-
tions include several existence results for gradient flows in Finsler manifolds, doubly nonlinear differential
evolution equations on infinite-dimensional Funk spaces, and heat flow on compact Finsler manifolds.

1. INTRODUCTION

The aim of this article is to develop the theory of gradient flows in asymmetric metric spaces (i.e.,
the symmetry d(z,y) = d(y,x) is not assumed; see Definition 2.1). Typical and important examples are
gradient flows of geodesically convex functions on irreversible Finsler manifolds (or Minkowski normed
spaces). The theory of gradient flows has been successfully developed in “Riemannian-like” spaces such
as CAT(0)-spaces and RCD-spaces (see, e.g., [1,2,10,11,20,24,30,31,38,43]); nonetheless, the lack of the
Riemannian-like structure causes a significant difference and we know much less about gradient flows in
“Finsler-like” spaces (see [31, Remark 3.2], [33] and Subsection 4.5 for more details). In this article, based
on the recent work [15] on the geometry of asymmetric metric spaces, we investigate gradient flows in
asymmetric metric spaces by generalizing the minimizing movement scheme as in [1]. Compared with
the preceding studies [6,36] on asymmetric metric spaces, we will be able to remove some conditions on
the space (X, d) or the potential function ¢ by a more careful analysis (see Remarks 2.26, 3.11 for details).
Moreover, the notion of (p, A)-convexity (discussed in Section 4) seems new and of independent interest
even in the symmetric case.

Asymmetric metrics often occur in nature and can be represented as Finsler metrics; a prominent
example is the Matsumoto metric describing the law of walking on a mountain slope under the action of
gravity (see [19]). Randers metrics appearing as solutions to the Zermelo navigation problem (concerning
a Riemannian manifold with “wind” blown on it) provide another important class of irreversible metrics
(see [4]). A particular example of the latter metric is given as a “non-symmetrization” of the Klein metric
on the n-dimensional Euclidean unit ball B” = {z € R"|||z|| < 1} (n > 2), called the Funk metric (see,
e.g., [40, Example 1.3.5]), defined as F': B” x R" —0, 00) by

_ VIR = (=Pl - (z,v)?) + (@, v)
1—z|f? ’

where || - || and (-, -) denote the Euclidean norm and inner product, respectively. The associated distance
function dp is written as (see [40, Example 1.1.2])

Vilzn — @22 — (a1 [[l2]? — (w1, 22)?) — (21,22 — @1)
Vil =22 = (a1 [2[le2]? — (w1, 22)?) — (22,22 — 21)
It is readily seen that dp(x1,z2) # dp(x2,z1) and, for 0 = (0,...,0),

F(z,v) zeB", veTl,B"=R", (1.1)

dp(x1,x2) = log , T1,xT0 € B™. (1.2)

lim dp(0,z) = oo, lim dp(z,0) = log2.

llzll—1 llz||—1
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The Funk metric (B",dr) will be one of the model asymmetric structures we have in mind. We remark
that the symmetrization d(x1,z2) := {dr(z1,22) + dr(22,21)}/2 coincides with the Klein metric.

For functions on an asymmetric metric space (X, d), we shall study the associated curves of mazimal
slope in X (see Subsection 2.5); this conception generalizes gradient curves in the smooth setting. In
order to deal with the asymmetry, the reversibility of (X, d), defined by

o 4@ Y)
AalX): oy d(y. @)’
will be instrumental. Clearly A\g(X) > 1, and A\g(X) = 1 holds if and only if d is symmetric. The
reversibility may be oo for noncompact asymmetric metric spaces. Actually, for the model Funk metric
(1.1), a direct calculation yields Ag, (B") = oo and Mg, (Bg (r)) < 2e" — 1, where By (r) is the forward
open ball of radius r centered at 0, i.e., BJ (r) = {z € B"|dp(0,z) < r}. The latter estimate suggests
to consider a collection of pointed spaces (X,x,d) whose reversibility satisfies A\g(B}(r)) < O(r) for
some non-decreasing function © : (0,00) —[1,00). Such spaces are called forward metric spaces (see
Subsection 2.1) and intensively studied in [15]. For instance, the Gromov-Hausdorff topology and the
theory of curvature-dimension condition developed by Lott, Sturm and Villani can be generalized to such
spaces. Every forward complete Finsler manifold is a forward metric space (see [15] for details).

In the present article, by generalizing the theory of [1] to forward metric spaces, we are able to obtain
some existence and regularity results of curves of maximal slope. Among others, we establish the existence
of curves of maximal slope satisfying the energy identity (Theorem 3.30), and show some estimates on the
behavior of the potential function and its upper gradient along curves of maximal slope (Theorem 4.17).
In the latter result, we make use of the (p, \)-convezity, defined in Definition 4.1 by

o(v(1) < (1 =)o (v(0)) +to(y(1)) — 275(1 — 7 1)dP (v(0),7(1))

(which slightly differs from the (A, p)-convexity studied in [37]; see Remark 4.2 for a further account),
plays a role. As an application, we have the following in the Finsler setting (see Corollaries 3.33, 4.19 for
the precise statements).

Theorem 1.1. Let (M, F) be a forward complete Finsler manifold and ¢ € C*(M). Then, for any
wo € M, there exists a C*-curve & : [0,T) — M solving the gradient flow equation

gt)=V(=9)(&®),  &(0) = o,
where limy_,7 dp(x0,£(t)) = 00 if T < co. If ¢ is A-geodesically convex for some A > 0, then T = oo, £(t)
converges to a unique minimizer T of ¢ and F(V(—¢)(&(t))) decreases to 0 as t — oo.

Another application is concerned with “infinite dimensional Finsler spaces” such as the unit ball in a
Hilbert space endowed with the Funk metric (1.2) and a reflexive Banach space (4, || - ||) equipped with
a Randers-type metric d(z,y) = ||y — z|| + w(y — z) for some w € A* with |w||« < 1. For such spaces, we
prove that curves of maximal slope satisfy a doubly nonlinear differential evolution equation or inclusion,
which generalizes some results in [36] (see Subsection 3.6 for details).

Last but not least, we also investigate gradient flows in the Wasserstein space over a compact Finsler
manifold. We establish the equivalence between weak solutions to the heat equation and trajectories of
the gradient flow for the relative entropy (in the same spirit as [7,32]), as well as the following existence
result of weak solutions to the heat equation as curves of maximal slope, which gives a direct construction
rather than the extension by the L2-contraction as in [32] (see Subsection 4.4 for a further account).

Theorem 1.2. Let (M, F) be a compact Finsler manifold endowed with a smooth positive measure m.
For any function u € L*(M) bounded above, there exists a weak solution (ut)i>o to the heat equation
Oruy = Apuy with ug = u.

We stress that there remain important open problems for gradient flows in Finsler-like spaces, even in
(symmetric) normed spaces; see Subsection 4.5. We hope that our work motivates further investigations.
This article is organized as follows. In Section 2, we introduce some necessary concepts to analyze
curves of maximal slope in forward metric spaces. In Section 3, we take advantage of the Moreau—Yosida
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approximation to prove the existence of curves of maximal slope under mild topological assumptions.
Section 4 is devoted to the investigation of curves of maximal slope for (p, A)-convex functions, including
some further existence and regularity results and the study of heat flow.

Acknowledgements. The authors thank the anonymous referees for valuable comments. The first
author was supported by JSPS Grant-in-Aid for Scientific Research (KAKENHI) 19H01786, 22H04942,
and the second author was supported by Natural Science Foundation of Shanghai (Nos. 21ZR1418300,
19ZR1411700).

2. CURVES AND UPPER GRADIENTS IN ASYMMETRIC METRIC SPACES

2.1. Forward metric spaces. First we discuss the basic properties of asymmetric metric spaces. We
refer to [6,15,21,22,36,39] for related studies (partly with different names).

Definition 2.1 (Asymmetric metric spaces). Let X be a nonempty set and d : X x X —[0,00) be a
nonnegative function on X x X. We call (X, d) an asymmetric metric space if d satisfies

(1) d(z,y) > 0 for all z,y € X with equality if and only if x = y;
(2) d(z,z) < d(xz,y) +d(y,z) for all z,y,z € X.

The function d is called a distance function or a metric on X.
Since the function d could be asymmetric (i.e., d(z,y) # d(y,x)), there are two kinds of balls. For a
point z € X and r > 0, the forward and backward balls of radius r centered at x are defined as
Bi(r)=={ye X|d(x,y) <r},  By(r)={yeX|dy,z)<r}
Let T, (resp. 7—) denote the topology induced from forward balls (resp. backward balls). In order to

study the relation between 73 and 7_, the following notion on the reversibility of d was introduced in [15].

Definition 2.2 (Pointed forward ©-metric spaces). Let © : (0,00) —[1,00) be a (not necessarily con-
tinuous) non-decreasing function. A triple (X, x, d) is called a pointed forward ©-metric space if (X, d) is
an asymmetric metric space and * is a point in X such that \g(B; (r)) < ©(r) for all r > 0, where

Ai(B{(r)) :==inf {A > 1|d(z,y) < Md(y,z) for any z,y € B} (r)}.
If we can take a constant function © = 6 (i.e., A\g(X) < ), then we call (X, d) a 0-metric space.

Note that we have the bounded reversibility Ay < oo only on forward balls, thereby the reversibility of
backward balls may be infinite (like the Funk metric). For pointed forward ©-metric spaces, the backward
topology is weaker than the forward topology as follows (see [15, Theorem 2.6]).

Theorem 2.3 (Properties of 7;.). Let (X,*,d) be a pointed forward ©-metric space. Then,
(i) 7= C T+ holds and, in particular, d is continuous in Ty X T4 and (X, T;) is a Hausdorff space;

(ii) T+ coincides with the topology T induced from the symmetrized distance function

~

d(z,y) := %{d(m,y) + d(y, x)}

We remark that the topology 7 considered in [21,22] coincides with T. Precisely, 7 is induced from
both forward and backward balls and associated with d(z,y) := max{d(z,y),d(y,x)}, then d < d < 2d
yields 7 = 7. Some more remarks on pointed forward ©-metric spaces are in order.

Remark 2.4. (a) A sequence (z;);>1 in X converges to = with respect to Ty if and only if
lim d(z,x;) =0,
1—00

which implies the convergence lim;_,o, d(z;,z) = 0 in 7_ (thanks to A\g(B;(r)) < O(r) < 0o). How-
ever, the converse does not necessarily hold true (when d(x, z;) — 00).

(b) If (X, *,d) is a pointed forward ©-metric space, then, for every x € X, the triple (X, z,d) is a pointed
forward ©-metric space for ©(r) := ©(d(x, ) + r). Moreover, if Diam(X) := sup, ,¢x d(z,y) < oo,
then (X, d) is a #-metric space with 6 := ©(Diam(X)).
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(c) One can similarly introduce a pointed backward ©-metric space (X,*,d) by A\y(B, (1)) < ©(r) for
r > 0. Note that a pointed backward ©-metric space may not be a pointed forward ©-metric space

for any O; recall the Funk metric <_in the introduction. Since (X, *,d) is a pointed backward ©-
metric space if and only if (X,x, d) is a pointed forward ©-metric space for the reverse metric
d (z,y) := d(y,z), we will focus only on pointed forward ©-metric spaces.

Notation 2.5 (Forward metric spaces). In the sequel, every pointed forward ©-metric space (X, x,d)
is endowed with the forward topology 7T;.. Suppressing x and © for the sake of simplicity, we will write
(X,d) and call it a forward metric space.

Forward metric spaces possess many fine properties. For example, one can define a generalized Gromov—
Hausdorff topology to study the convergence of forward metric spaces, and Gromov’s precompactness theo-
rem remains valid. Besides, optimal transport theory can be developed and the weak curvature-dimension
condition in the sense of Lott—Sturm—Villani [18,41,42] is stable also in this setting. Furthermore, var-
ious geometric and functional inequalities (such as Brunn—Minkowski, Bishop—Gromov, log-Sobolev and
Lichnerowicz inequalities) can be established. We refer to [15] for details and further results.

We next recall some concepts related to the completeness (cf. [15,21,22,39]).

Definition 2.6 (Completeness). Let (X, d) be an asymmetric metric space.

(1) A sequence (x;);>1 in X is called a forward (resp. backward) Cauchy sequence if, for each ¢ > 0, there
is N > 1 such that d(z;,z;) < e (resp. d(z;,2;) < €) holds for all j > > N.

(2) (X,d) is said to be forward (resp. backward) complete if every forward (resp. backward) Cauchy
sequence in X is convergent with respect to 7.

(3) We say that (X, d) is forward (resp. backward) boundedly compact if every closed set in any forward
(resp. backward) bounded ball is compact.

If © is bounded (i.e., Ag(X) < 00), then the forward and backward properties are mutually equivalent.
However, they are not equivalent when © is unbounded; e.g., the Funk metric is forward complete but
backward incomplete.

2.2. Forward absolutely continuous curves. Let (X,*,d) be a forward complete pointed forward
O-metric space in this subsection.

Definition 2.7 (Forward absolutely continuous curves). A curve v : I — X on an interval I C R is said
to be p-forward absolutely continuous for p € [1,00] (denoted by v € FACP(I; X)) if there is a nonnegative
function f € LP(I) such that

d(y(s),7(t)) < /t f(r)ydr for all s,t € I with s <t. (2.1)

We will denote FAC!(I; X) by FAC(I; X) and call its element a forward absolutely continuous curve.
A standard argument combined with the forward completeness yields the following.

Lemma 2.8. Any curve v € FACP([a,b); X) is forward uniformly continuous, i.e., for any € > 0, there
exists 6 > 0 such that d(v(s),~(t)) < e holds for any s,t € [a,b) with 0 <t —s < . In particular, if
b < oo, then the left limit y(b_) := limy;_,,— y(t) exists. Moreover, if v € FAC([a,b); X), then ~(b_) exists
even when b = co.

We remark that, for v € FACP((a,b); X), the right limit y(a4) := lim;_,,+ v(¢) may not exist. This is
the reason why we call v a forward absolutely continuous curve. For example, in the Funk space (1.1),
consider the unit speed minimal geodesic v : (—log 2,0] — B™ such that v(0) = 0 and () converges to
(=1,0,...,0) in R™ as t — —log2. Clearly v € FAC((—log2,0]; B"™) with f =1 in (2.1); however, 7 is
not defined at t = —log2. In fact, lims,_ 1052 dr(0,(t)) = oco.

Thanks to Lemma 2.8, we always have FACP([a, b); X) = FACP([a, b]; X) for b < oo and FAC([a, c0); X) =
FAC([a, oo]; X). Hence, we will mainly consider FACP([a, b]; X') with a € R. Owing to [36, Proposition 2.2],
there always exists a minimal function f satisfying (2.1) as follows (we also refer to [1, Theorem 1.1.2], [6,
Theorem 3.5] and [32, Lemma 7.1]).
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Theorem 2.9 (Forward metric derivative). Suppose that either p = 1 with b < oo or p € (1,00] with
b < oco. Then, for any curve v € FACP([a,b]; X), the limit

ey o i Ay(mings, ¢}), y(max{s, t}))

exists for £1-a.e. t € (a,b) and we have

A1) < [ W) dr foranya<s<t<b

Moreover, |/, | belongs to LP([a,b]) and satisfies |Y, |(t) < f(t) for L -a.e. t € (a,b) for any f satisfying
(2.1).

We call |7/, | the forward metric derivative of ~, and £ 1 denotes the 1-dimensional Lebesgue measure.
One can also define the p-backward absolute continuity by requiring (2.1) for s,¢t € I with ¢t < s. Then,
due to the asymmetry, the resulting backward metric derivative |y | may not coincide with |/ |.

Definition 2.10 (Length). For v € FAC([a, b]; X), its length L(~) is defined by

b
L(y) = / NALOL

Thanks to Theorem 2.9 and Lemma 2.8, it is not difficult to see that

N
L(~y) = sup {Z d(y(ti-1),7(t:)) ‘ NeN a=ty<---<ty= b} :
i=1

Definition 2.11 (Lipschitz curves). A curve 7 : [a,b] — X is said to be C-Lipschitz for C > 0 if it
satisfies d(y(s),v(t)) < C(t —s) for all a < s <t <b.

Obviously, a C-Lipschitz curve belongs to FAC([a, b]; X) (provided b < o) and |7/, |(t) < C for .Z-a.e.
t € (a,b). The next lemma (proved in the same manner as [1, Lemma 1.1.4]) tells that every forward
absolutely continuous curve can be viewed as a Lipschitz curve.

Lemma 2.12 (Reparametrization). Given v € FAC([a, b]; X) with length L := L(v), set

s(t) = / V| (r) dr, t(s) := min{t € [a, b] | s(t) = s}.

Then s : [a,b] —[0, L] is a non-decreasing absolutely continuous function and t : [0, L] —a,b] is a left-
continuous increasing function such that s(ay) = 0, s§(b—) = L and s o t(s) = s. Moreover, the curve
y:i=rot:[0,L] — X is 1-Lipschitz and satisfies v =4 os and || =1 L -a.e. in [0, L].

2.3. Asymmetric metrics on Finsler manifolds. In this subsection, we discuss the case of Finsler
manifolds as a typical example of asymmetric metric spaces.

2.3.1. Finsler manifolds. We first recall the basics of Finsler geometry; see [3,27,40] for further reading.
Let M be an n-dimensional connected C'*°-manifold without boundary, and TM = J,cp, T M be its
tangent bundle. We call (M, F) a Finsler manifold if a nonnegative function F : TM —[0, c0) satisfies
(1) F e C>(TM\{0});

(2) F(cv) = cF(v) for all v € TM and ¢ > 0;

(3) For any v € T, M \ {0}, the n x n symmetric matrix

2[ 2
50 3 )

is positive-definite, where v = Y"1 | v*(0/dz")|, in a chart (z')"; around z.
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We remark that g;;(v) cannot be defined at v = 0 unless F' is Riemannian. For v € T, M \ {0}, we define a
Riemannian metric g, of T, M by g,(w,w) := szzl gij(v)w'@’. Euler’s homogeneous function theorem
yields that F2(v) = g,(v,v) for any v € T,M \ {0}. The reversibility of F on U C M is defined as

F(—v)
Ap(U) := sup .
r(U) veTU\{0} F(v)

IfAp(M) =1 (ie., F(—v) = F(v) for all v € TM), then we say that F'is reversible. Note that Ap(U) < oo
for any compact set U C M thanks to the smoothness of F'.
We define the dual Finsler metric F* of F' by

. ¢(v) «
F = T*M.
(©) veTilﬁ)\{o} F(U)7 Cely

By definition, we have

C(v) < F(v)F*(C). (2.2)
Then the Legendre transformation £ : T, M — T M is defined by £(v) := (, where ( is the unique element
satisfying F(v) = F*(¢) and ((v) = F?(v). Note that £: TM \ {0} — T*M \ {0} is a diffeomorphism.
For f € CY(M), the gradient vector field of f is defined by V f := £71(df). We have df(v) = gvs(V f,v)
provided df # 0. We remark that the grandient V is nonlinear; indeed, V(f + h) # Vf 4+ Vh and
V(—f) # —Vf in general (the latter is due to the irreversibility of F'). Note also that

nsup L W) — f(2)

where dp is the Finsler distance function defined below.

= F*(df(z)) = F(Vf(z)), (2.3)

2.3.2. Length structure and absolutely continuous curves. Let A ([0,1]; M) denote the class of piecewise
smooth curves in M defined on [0, 1]. Given v € A ([0,1]; M), we define its length by

1
Lp(y) = /0 F(y'(t)) dt.
Then the associated distance function dp : M x M —|0,00) is defined as
dp(z,y) = nf{Lp(7) [7 € Ax([0,1]; M), 7(0) = 2, 7(1) = y}.

Note that dp : M x M —0,00) is a continuous function and (M,dr) is an asymmetric metric space
in the sense of Definition 2.1. Indeed, dr(z,y) may not coincide with dp(y,z) unless F' is reversible.
Observe also that 7, = 7_ is exactly the original topology of M.

A Finsler manifold is said to be forward (resp. backward) complete if (M, dr) is forward (resp. backward)
complete in the sense of Definition 2.6 (see [3, Theorem 6.6.1] for a Finsler analogue of the Hopf~Rinow
theorem). As for an estimate of the reversibility, one has the following (see [15, Theorem 2.23]).

Theorem 2.13. Let (M, F) be a forward complete Finsler manifold. Then, for any x € M, the triple
(M, ,dF) is a pointed forward ©-metric space for

O(r) = Ar(BI (2 + A (B (1)r)).

Since M is smooth and the reversibility is finite on every compact set, the study of absolutely continuous
curves can be largely reduced to the case of Riemannian manifolds or Euclidean spaces. We only briefly
explain for thoroughness. According to [5], we say that a curve v : [0,1] — M is absolutely continuous
if, for any chart ¢ : U — R™ of M, the composition p o : y~1(U) — o(U) C R" is locally absolutely
continuous, i.e., absolutely continuous on any closed subinterval of v~ *(U). Let Aa.([0, 1]; M) denote the
class of absolutely continuous curves defined on [0,1]. For any v € A,c([0,1]; M), the derivative ~/(¢)
exists for #'-a.e. t € [0,1] and we can define

1
Ley) = [ PO/@) at
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Note that Lr(y) < oo and F(y') € L*([0,1]). Moreover, we have

lim d(V(t)’;(t +9) _ F(y(t) for L ae. te (0,1). (2.4)

6—0t

One can see A,.([0, 1]; M) = FAC([0,1]; M) by an argument similar to that of [5, Proposition 3.18]. Then,
for v € FAC([0, 1]; M), we find from (2.4) that
)

Vi |(t) = F(y(t) for L'ae. te(0,1). (2.5)

2.4. Upper gradients. In this subsection, we introduce upper gradients for functions on asymmetric
metric spaces. First, let us consider the case of Finsler manifolds.

Example 2.14. Let (M,dF) be a forward metric space induced by a forward complete Finsler manifold
(M, F). Given ¢ € C1(M), for any v € FAC([a, b]; M), ¢ o~y is absolutely continuous and (2.2) yields

(9oy)(t) =do (v (1)) < F*(do(v(1)) F (' (1)) = F(Ve(r(1)) F (v (1)) (2.6)
for #1-a.e. t € (a,b). Hence, a nonnegative function g : M —[0, 0o) satisfies F(V¢) < g if and only if
6((t) = o(0) < [ a(O)F((0)
for all v € FAC([a,b]; M) and a < t; < tg <b.

Now, let (X, d) be a forward complete forward metric space. In what follows, let ¢ : X —(—o00, 0]
denote a proper function, i.e., its proper effective domain ©(¢) := {x € X | ¢(x) < oo} is nonempty.

Definition 2.15 (Strong upper gradients). A function g : X —[0, o] is called a strong upper gradient
for ¢ if, for every curve v € FAC([a,b]; X), g o~y is Borel and satisfies

o(v(t2)) — o(v(t1)) < /t 2 g(v@®)) )t foralla <ty <ty <b. (2.7)

Notice that, as is natural in view of Example 2.14 (see also Example 2.20), we did not take the
absolute value in the left-hand side of (2.7). Therefore, our definition of upper gradients is weaker
than [6, Definition 3.6].

If gov |y, | € L'(a,b), then ¢ o v is absolutely continuous (see the remark below) and

(o) (1) < s for Llac. t € (a,)
Remark 2.16. For v € FAC([a, b]; X), we deduce from (2.7) for v and its reverse curve that
|6(7(11)) = d(1(t2))| < ©(d(%,7(0)) + L(7)) /t FIROEAOLT

for all a <t; <ty <b. Hence, if go |y} | € L*(a,b), then ¢ o is absolutely continuous and

[(po7) ()] <O(d(x,7(0)) + L(y)s(v() W4 |(t) for L -ae. t € (a,b).
Definition 2.17 (Weak upper gradients). A function g : X —[0, 00| is called a weak upper gradient for
¢ if, for every curve v € FAC([a, b]; X) satisfying
(1) gov |yl € L(a,b);
(2) ¢ o~y is Ll-a.e. equal to a function ¢ with finite pointwise variation in (a,b) (see [1, (1.1.2)]),
we have

P(t) < a(v(D) () for Zlae. t e (ah). (2.8)

Note that a strong upper gradient is a weak upper gradient. A sufficient condition for a weak upper
gradient to be a strong upper gradient is as follows.

Proposition 2.18. Let g be a weak upper gradient for ¢. If ¢ o~y is absolutely continuous for every
v € FAC([a,b]; X) with go |y, | € L'(a,b), then g is a strong upper gradient for ¢.
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Proof. Let v € FAC([a,b]; X) and a < t; < t2 < b. On the one hand, if go~y |7, | € L'(t1,t2), then p = ¢ory
satisfies (2.8) and hence (2.7) holds. On the other hand, (2.7) is trivial if g oy [y} | & L!(t1,t2). O

Definition 2.19 (Slopes). The local and global (descending) slopes of ¢ at x € ©(¢p) are defined by
, [¢(z) — ()] + [9(x) = $(y)]+
0¢|(x) := limsup ———4—, lp(x) ;== sup —————"",
respectively, where [a]4 := max{a,0}. For x € X \ D(¢), we set |0¢|(x) = [4(x) := oo.
The local slope |0¢| represents how fast the function ¢ can decrease. We remark that |0(—¢)| # |09

even in symmetric metric spaces.

Example 2.20. Let (M,dr) and ¢ be as in Example 2.14. It follows from (2.3) that F(V(—¢)(z)) =
|0¢|(x). We remark that F'(V(—¢)) may not coincide with either F(—=V¢) or F(V¢). Note also that
|0¢| = F(V(—¢)) is a strong upper gradient for —¢ by (2.5) and (2.6).

In general, we have the following (cf. [1, Theorem 1.2.5]).
Theorem 2.21 (Slopes are upper gradients). Let (X, d) be a forward complete forward metric space and
¢ X —(—00, 0] be a proper function.

(i) |0¢| is a weak upper gradient for —¢;

(ii) If ¢ is lower semicontinuous (with respect to T.), then ly is lower semicontinuous and a strong upper

gradient for —¢.
Proof. (i) Let v € FAC([a, b]; X) and ¢ satisfy the assumptions (1), (2) in Definition 2.17 for —¢. Set
A= {te (a,b)|—o(y(t)) = o(t), ¢ is differentiable at t, |7/, |(t) exists}.
Note that (a,b) \ A4 is Z'-negligible (by Theorem 2.9). To see (2.8), it suffices to consider t € A with
' (t) > 0. Since ¢'(t) > 0, we may assume that y(s) # v(t) for s (# t) close to t. Then we have
S = lim o(r() — () gy sup (1) —o(v(s) 1. sup d(v(t),7(s))
s—tt,s€A s—1 s—tt, s€A d(7<t>v 7(3» s—ttT, s€A s—t
< 00| (v()) W 1(®).

Therefore, |0¢| is a weak upper gradient for —e.

(ii) We first prove the lower semicontinuity. It follows from the assumption that z — [¢p(x) — ¢(y)]+
is lower semicontinuous. Hence, for any sequence x; — x and y # z, we have x; # y for large i and

(8 — o) | [9() — o)l
hirggjlf o (i) 2 liﬁoof d(zi,y) = d(z,y) ’

Then, taking the supremum in y # x furnishes the lower semicontinuity of [y.
Next, we prove that [ is a strong upper gradient for —¢. Since |0¢| < [, by definition, l4 is a weak
upper gradient for —¢. Therefore, in view of Proposition 2.18, it is sufficient to show the following.

Claim 2.22. For any v € FAC([a,b]; X) with I, o v|v,| € L' (a,b), —¢ o~ is absolutely continuous.
To this end, for t: [0, L] —]a, b] given by Lemma 2.12 with L = L(v), we set
=70t @:=—¢oy, g:=IlzoA.
Since L < oo and ([0, L]) = v([a, b]), the triangle inequality yields
A= supL} O(d(*,4(s))) < O(d(*,7(a)) + L) < .

sE

Recalling that 4 is a 1-Lipschitz curve, we have d(9(s1),5(s2)) < A|s1— s for all s1, s2 € [0, L] (regardless
of the order of sy, s2), thereby

[p(s2) — w(s1)]+ < Ag(s1)|s1 — s2| for all s1,s2 € [0, L]. (2.9)

Thus, we have

[p(s1) = @(s2)] = [0(s1) = @(s2)]4 + [(s2) — @(s1)]+ < Ag(s1) + g(s2)) |51 = s2- (2.10)
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Moreover, by the hypothesis 40 |7/, | € L!(a,b) and Lemma 2.12, we find

L L b
/0 g(s)ds:/o [¢(7(t(s)))ds:/ Lo (4(1)) 7| (1) dt < oc.

a

Therefore, we obtain g € L'(0, L), which together with (2.10) and [1, Lemma 1.2.6] yields that ¢ belongs
to WL1(0, L) with |¢’| < 2)\g and has a continuous representative.

To see that ¢ itself is continuous, on the one hand, note that ¢ is upper semicontinuous by the lower
semicontinuity of ¢. On the other hand, we infer from (2.9) and g € L'(0, L) that

1 g
lim inf / o(s+r)dr > ¢(s) forall s e (0,L).

e—0t 2 J_.

This implies that ¢ is continuous and, since it lives in W11(0, L), absolutely continuous. Then we observe
from —¢(y(t)) = ¢(s(t)) that —¢po-~ is absolutely continuous. This completes the proof of Claim 2.22. [

,OO],

avb)a

2.5. Curves of maximal slope. Let (X, d) be a forward complete forward metric space. For p € |
denote by FAC] ((a,b); X) the class of locally p-forward absolutely continuous curves & defined on
i.e., |[s,g € FACP([s,t]; X) for every a < s <t <b.

1
(

Definition 2.23 (Curves of maximal slope). Let ¢ : X —(—00, 00| be a proper function, g be a weak
upper gradient for —¢, and p € (1,00). We call & € FACL ((a,b); X) a p-curve of mazimal slope for ¢
with respect to g if ¢ o € is .Z!-a.e. equal to a non-increasing function ¢ satisfying

J(t) < —;yggyp(t) - ;gq(g(t)) for #l-ae. t € (a,b), (2.11)

where 1/p + 1/g = 1. In the case of p = 2, we simply call £ a curve of maximal slope.

In fact, equality holds in (2.11) for #£!-a.e. t € (a,b) as follows.

Proposition 2.24 (Energy identity). If £ : (a,b) — X is a p-curve of maximal slope for ¢ with respect
to g, then we have £ € FACY ((a,b); X) and go & € L (a,b) with

loc loc
|§;|p(t) = gq(f(t)) =—¢'(t) for PLae te (a,b). (2.12)

Moreover, if g is a strong upper gradient for —¢, then ¢ = ¢ o £ is locally absolutely continuous in (a,b)
and satisfies the energy identity

1 t , 1 t
p/s |EL|P(r) dr + Q/s gq(§(7’)) dr = ¢(§(s)) — ¢(§(t)) forall a <s<t<b. (2.13)

Proof. Since ¢ is non-increasing, ¢'(t) is locally integrable. This together with (2.11) implies go & €
Ll (a,b) and |¢,| € L} (a,b), and hence ¢ € FAC} ((a,b); X) and go £|¢,| € L (a,b). For Z'-ae.
t € (a,b), since g is a weak upper gradient for —¢, we have —¢'(t) < g(&(¢))|&|(t). Combining this with
the Young inequality yields the reverse inequality to (2.11), thereby we obtain (2.12).

If g is additionally a strong upper gradient, then ¢ o £ is locally absolutely continuous in (a,b) (recall

Remark 2.16) and we have ¢ = ¢ 0o £. Then it follows from the Young inequality and (2.11) that
o(e) — ole0) < [ s(eNigrar <t [epmars ! [oem)a
s _Sgr+rr_ps+rrqsgrr
t
< [ )= o(e) - o(c).

This furnishes the energy identity (2.13). O

Example 2.25. Let (M,dr) and ¢ be as in Example 2.14. According to (2.5) and Example 2.20, if
¢ :(a,b) — M is a p-curve of maximal slope for ¢ with respect to F(V(—¢)) = F*(—d¢), then we have

(o &) (t) = —FP(¢'(t) = —F"(=do(£(1)))". (2.14)
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This implies (¢ o §)'(t) = —F(&'(t))F*(—dp(&(t))), and hence &'(t) = a(t)V(—¢)(&(t)) holds for some
a(t) > 0. Actually, we deduce from (2.14) that
e - {Ffv"f(w—@ (6(1)) - V(=0) (€M) if V(=)(£(1) £0, 2.15)
0 if V(—9¢)(&(t)) = 0.

In particular, ¢ is C! since ¢ is C!, thereby (2.14) holds for all ¢ € (a,b). We may rewrite (2.15) as
ip(&'(t)) = V(=) (£(t)) by introducing an operator j, : TM — T M defined by j,(v) := FP72(v)v if v # 0
and j,(0) := 0. In the case of p = 2, we obtain the usual gradient flow equation &'(t) = V(—¢)(£(t)). We
stress that &'(t) = —V¢(£(t)) holds only when F is reversible.

We conclude the section with a comparison to the setting of [36].

Remark 2.26. In [36], they considered a convex function ¢ : [0,00) —[0, co| satisfying some natural
conditions (see [36, (2.30)]) and investigated curves £ fulfilling

¢'(t) < =y (1€1®) — v~ (a(¢(®)) (2.16)
instead of (2.11), where ¢* is the Legendre-Fenchel-Moreau transform of ¢. Choosing ¢ (z) = z?/p
recovers (2.11). Nonetheless, to establish the corresponding existence theory, they assumed that ¢ is
bounded from below (see [36, (2.19b)]), which is unnecessary in the present paper.

3. GENERALIZED MINIMIZING MOVEMENTS AND CURVES OF MAXIMAL SLOPE

3.1. Problem and strategy. Throughout this section, let (X, d) be a forward complete forward metric
space, ¢ : X —(—00, 0] be a proper function, and p € (1,00). The main objective of this section is to
study the following problem.

Problem 3.1. Given an initial datum ¢ € D(¢), does there exist a p-curve £ : (0,00) — X of maximal
slope for ¢ such that limy_,q&(t) = 27

We shall solve this problem via a discrete approximation. We begin with some definitions and notations.
Definition 3.2 (Resolvent operator). We define the p-resolvent operator by, for 7 > 0 and =z € X,
Jr[z] := argmin ®(7, x; -),
where .9)
dP(x,y
(I)(Ta 33', y) T qb(y) + pr_l 9

That is to say, y € J[z] if and only if ®(7,z;y) < ®(7,x;2) for all z € X.

yeX.

Let Pr:= {0 =1ty <tl <--- <tk <...} be a partition of the time interval [0, c0) corresponding to a
sequence of positive time steps T = (7j)x>1 in the sense that

oo
Tk:té—t‘%—l, lim trﬁc:ZTk:oo.
k—o0
k=1
Set ||| := supp>, k. We will consider the following recursive scheme:
Given Z2 € X, whenever Zx, ..., Eg_l are known, take Z% € J,, [E(’;_l]. (3.1)

This is a well-known scheme to construct (descending) gradient curves of ¢. The following example in
the case of Minkowski spaces may be helpful to understand the choice of J-[z] as above.

Example 3.3. Let (R", F') be a Minkowski space, i.e., each of its tangent spaces is canonically isometric
to (R™, F), and ¢ € C1(R"). For any C'-curve 7 : (—¢,e) — R" with 7(0) = ZX and 7/(0) = v, we have

=k  =k-1
gzg—zg—l(ﬂt B ,v)

—| dEEFYA0) = =] F(@) -2 =
(g ol )) o (7() T ) F(Eé—E?l)

?
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provided & # 257!, Combining this with &|,_o® (7, ZX7;~(t)) = 0 by the choice (3.1) of Z&, we find
—2(=k —k—1
FP2(23 —=37)

p—1
Tk

—k  —k—
(Eg — =g 1)-

—do(v) = 95(’;75’;1(“”“) = [£(w)](v), where w =

Since v was arbitrary, we arrive at the equation w = £71(—d¢(Z)) = V(—¢)(E%). By the choice of w,
this is equivalent to

Ek o Ek—l .
% = Fr1(V(-9)(Z%)) - V(—¢)(k),

which can be regarded as a discrete version of (2.15).

Definition 3.4 (Discrete solutions). Given T, Z2 € X and a sequence (Z%);>; solving (3.1), we define a
piecewise constant curve Zg : [0,00) — X by

Ec(0):=E2, Ex(t):=F% forte (th 5] k> 1.
We call 2« a discrete solution corresponding to the partition Ps.

Under appropriate conditions on (X, d) and ¢, we shall solve Problem 3.1 in the following steps:

e Show that the minimization algorithm (3.1) starting from xg is solvable;
e Find a sequence (Px,, ), of admissible partitions with ||T,,[| — 0 such that the discrete solutions
(Eém) k>1 converge to a solution to Problem 3.1 with respect to a suitable topology o on X.

3.2. Topological assumptions. In the sequel, we always assume that o is a Hausdorff topology on X,
possibly different from 71, compatible with d in the following sense:

(1) o is weaker than the forward topology 7 induced from d (i.e., z; — = in 7} implies z; —  in o0);
(2) d is o-sequentially lower semicontinuous (i.e., if z; — x and y; — y in o, then liminf; . d(z;,y;) >

d(z,y)).

We will denote by z; — = the convergence with respect to the topology o.

Remark 3.5 (Topology comparison). (a) Recall that d is 7 -continuous by Theorem 2.3, thereby o = T
always satisfies (1) and (2) above.

(b) If x; L> x, then we deduce from the triangle inequality the following upper semicontinuity:
limsup d(z;,y) < lim {d(z;, x) + d(z,y)} = d(z,y).
1—00 1—=00
(¢) By the o-sequential lower semicontinuity of d, the limit under o is unique. Indeed, if x and z’ are
o-limit points of (z;);>1, then 0 = liminf; , d(x;, ;) > d(x,2’) necessarily holds, thereby x = z’.
We give an example where o is different from 71 (see [1, Remark 2.3.9] for another example).

Example 3.6 (Randers-like spaces). Let (X, (-,-)) be a Hilbert space and ||z|| := y/(z, x). Choose a € X
with [|a|| < 1 and define a function d: X x X —[0,00) by

d(z,y) == lly —z|| + (a,y — ).

Then (X, d) is a [(1+||a||)/(1 —||a||)]-metric space (recall Definition 2.2), and 7} = 7_ coincides with the
(strong) topology of (X, (-,-)). Now, let o be the weak topology of X. Since | - || is o-sequentially lower
semicontinuous, so is d.

Lemma 3.7. Fvery o-sequentially compact set K C X is forward complete.

Proof. Given a forward Cauchy sequence (z;);>1 in K, on the one hand, the o-sequential compactness of
K yields a subsequence (x;;);>1 of (;)i>1 converging to a point 2’ € K in 0. On the other hand, the
forward completeness of X furnishes a point € X such that x; converges to x in 7. Since o is weaker
than T, x; converges to z in o as well. Hence, z;, converges to both x and 2’ in o, and we find from
Remark 3.5(c) that z = 2’ € K. Thus, K is forward complete. O
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A set A C X is said to be forward bounded if A C B} (r) for some r > 0. We remark that, thanks to
Ad(B;(r)) < ©(r) in Definition 2.2, A is forward bounded if and only if sup, ,c 4 d(z,y) < co.
Now we introduce our main assumptions on (X, d) and ¢.

Assumption 3.8. (a) Lower semicontinuity. ¢ is o-sequentially lower semicontinuous on forward
bounded sets, i.e., if sup; ; d(z;,7;) < oo and w; 7 2, then we have liminf; oo #(z;) > ¢(x). (In
particular, ¢ is T;-lower semicontinuous.)

(b) Coercivity. There exist 7, > 0 and z, € X such that

. . dP(x
O, (zy) == inf ®(7,zs;y) = inf < H(y) + (7*_’?) > —00.
yeX yeX pr
(¢) Compactness. Every forward bounded set contained in a sublevel set of ¢ is relatively o-sequentially
compact, i.e., if a sequence (;);>1 in X satisfies sup; ¢(z;) < oo and sup; ; d(zi, z;) < oo, then it
admits a o-convergent subsequence.

Remark 3.9 (0 = 7} case). When o = T, (a) and (c¢) above can be rewritten as follows, respectively:

(a’) ¢ is Ty-lower semicontinuous;
(¢’) Every forward bounded set in a sublevel set of ¢ is relatively compact in X.

The next proposition presents one of the simplest situations where Assumption 3.8 holds (cf. [1, Re-
mark 2.1.1]). We remark that ¢ may be different from 7.

Proposition 3.10. Suppose that every sublevel set of ¢ is compact in T. Then Assumption 3.8 holds.

Proof. (a) Assume that z; — 2 and the limit o := lim; o ¢(7;) exists. To see ¢(x) < a, suppose a < 0o
without loss of generality. For any ¢ > 0, Ac := {y € X |¢(y) < a+ €} is compact by hypothesis, and
hence a subsequence of (z;);>1 converges to some z’ € A. in 7. Then x = 2/ € A, by Remark 3.5(c),
and the arbitrariness of ¢ yields ¢(z) < a as desired.

(b) is seen by noticing infx ¢ > —oo, which follows from (a). (c) is clear by hypothesis. O

Remark 3.11. In [36], Rossi, Mielke and Savaré investigated the doubly nonlinear evolution equation
(DNE), which is more general than the gradient flow equation. Their topological requirements are close
to ours, however, recall from Remark 2.26 that they assumed infx ¢ > —oo, which is stronger than the
coercivity above and can simplify some arguments below. We remark that Chenchiah—Rieger—Zimmer’s [6]
is also concerned with the existence of (2-)curves of maximal slope in the asymmetric setting. On the
one hand, they assumed the lower semicontinuity of d only in the second argument. On the other hand,
they assumed that the backward convergence implies the forward convergence (see [6, Assumption 4.3];
compare it with [36, Remark 2.9] and Remark 2.4(a)) and used a stronger notion of upper gradient (recall
Definition 2.15).

3.3. Moreau—Yosida approximation. In thissubsection, we will present an existence result of solutions
to (3.1). For this purpose, we recall the definition of Moreau—Yosida approximation.

Definition 3.12 (Moreau—Yosida approximation). For 7 > 0 and = € X, the Moreau—Yosida approxi-
mation ®. is defined as

yEX prP—1

(I)T(l’) = inf CI)(T’;c;y) — ylg)f( {¢(y) i dp(ﬂf,y) }

We also set
Te(¢) :=sup{r > 0| ®,(z) > —o0 for some = € X}.

Note that Assumption 3.8(b) is equivalent to 7.(¢) > 0. Moreover, we have the following (cf. [1,
Lemma 2.2.1]).

Lemma 3.13. Suppose Assumption 3.8(b). For 0 < 7 < T < Tu(¢), set
2l ¢(p.

27—1)—1 > 07 C(paT*aT) = pr_l

€ =€e(p, T, T) = > 0,
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where €(p, €) is the constant introduced in Lemma A.1. Then we have

O (z) > O, (24) — C(p, 7o, 7) dP (x4, ), (3.2)
» 2p7'p_17571 »
dP(z,y) < m{‘p(ﬂx;y) — @, (24) + C(p, 7, T)dP (w0, ) } (3.3)

for all x,y € X. In particular, sublevel sets of ®(7,x;-) are forward bounded.
Proof. We deduce from Lemma A.1 (with a = d(z,y) and b = d(x,,z)) and the triangle inequality that

p—1 p—1 dp
L T P(ay) + Oy r, ) an,a) = D)
2prP=iry pre
for any z,y € X. By the definition of ®._, this implies

—1 _
T 4 Pt

-1
2pTP—17P

o(y) + d*(z,y) + C(p, 7, T)d" (24, ) = Do, ().

Then the first claim (3.2) follows since, for any y € X,

—1 _ -1 _
27 Pl A

O(r, z;y) = o(y) + d"(z,y) +

L — e
2prp—17P71 (@9)

p—1 7_p—l

) p— 1
T

T Y

> &, (xy) — C(p, 7, 7)dP (24, ) +
> &, (x) — C(p, T, 7)dP (T4, ).

Observe also that the first inequality corresponds to the second claim (3.3). The forward boundedness of
sublevel sets of ®(7, x;-) readily follows from (3.3). O

Now we prove the existence of a solution to (3.1), giving a discrete solution as in Definition 3.4.

Theorem 3.14 (Existence of discrete solutions). Suppose Assumption 3.8(a)—(c). Then, for every T €
(0,7(¢)) and x € X, we have J-[x] # 0. In particular, for any EX € X and partition Ps with ||T|| < 7.(¢),
there exists a discrete solution Eg corresponding to Ps.

Proof. Given ¢ > ®.(x), consider the sublevel set A :={y € X |®(7,z;y) < c}. Recall from Lemma 3.13
that A is forward bounded, and hence d is bounded on A x A. Moreover, for any y € A, we have

dF(z, y)
prP!

O (z) - < oy) < O(r,59) < c.
Thus, ¢ is also bounded on A.

Next, we show that A is o-sequentially compact. For any sequence (y;);>1 in A, since sup; ; d(vi,y;)
and sup; ¢(y;) are bounded, Assumption 3.8(c) yields a subsequence (y;, )r>1 which is o-convergent to
some Yoo € X. Then, since both ¢ and d are o-sequentially lower semicontinuous, we find (7, z;y) < ¢,
thereby yo, € A. Hence, A is o-sequentially compact.

By the o-sequential compactness of A and the o-sequential lower semicontinuity of ¢ and d, we can
take y, € A with ®(7, z;y,) = infyea ®(7,2;y) = ®-(x). This completes the proof. O

Remark 3.15. As in [36, (3.2)], one can also consider a resolvent operator associated with a convex

function 1:
J,[z] := argmin {¢(y) + T (d(xy)> }

yeX T

corresponding to the equation (2.16) in Remark 2.26. See [36, Lemma 3.2] for the existence of discrete
solutions in this context.
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In the rest of this subsection, we study some further properties of the Moreau—Yosida approximation.
For z € X and 7 > 0 with J;[z] # 0, we set

df(z):= sup d(z,y), d-(x):= inf d(z,y).

yeJr[z] T yeJr[a]

We introduce the following assumption for convenience; note that it is stronger than Assumption 3.8(b).
Assumption 3.16. For any z € X and 7 € (0,7.(¢)), J-[z] # 0 holds.

Remark 3.17. By Theorem 3.14, if Assumption 3.8(a)—(c) hold, then Assumption 3.16 holds as well.
See also Remark 3.9, Proposition 3.10 and Remark 4.7 for some situations where Assumption 3.8 holds.

We first discuss some continuity and monotonicity properties (cf. [1, Lemma 3.1.2]).

Lemma 3.18. Suppose Assumption 3.16 in (ii)—(v) below.
(i) The function (1,x) — @, () is continuous in (0, 74(¢p)) x X.
(ii) Foranyz € X, 0< 71 <71 andy; € J.[z] (i=0,1), we have
Or) > () > Bry (1), dlwy0) < Al yr), D) > Duo) > 6(p1), dh(@) <dry(e).  (34)

(iii) If x € D(¢), then lim,_od}(z) = 0.
(iv) For any x € X, there exists an at most countable set N, C (0,7.(¢)) such that d-(z) = dt(z) for
all 7 € (0, 7(9)) \ 2.

(v) If ¢ is Ty -lower semicontinuous, then we have, for all x € D(¢),
lim ¢, (z) = li f
lim ©-(z) = limy inf  $(y) = $(x).

Moreover, lim,_,o ®-(x) = ¢(x) holds for all x € X.

Proof. (i) Take (7,z) € (0,7«(¢)) x X and a sequence ((7;,2;))i>1 in (0,7(¢)) x X converging to (7, z).
On the one hand, for any y € X, we have

limsup @, (z;) < limsup (7, zi;y) = O(7, z;y).

i—00 1—00
Taking the infimum in y € X yields the upper semicontinuity limsup,_,.. @, (z;) < ®,(x). On the other
hand, to see the lower semicontinuity, let (y;)i>1 C ©(¢) be a sequence such that

lim {(I)(Ti,l'i; yi) — P, (zl)} =0.
11— 00
Since sup;>q ®(7i, zi;y:) < oo, we find from (3.3) that D := sup;>; d(w;,y;) < oo. Thus, the triangle
inequality implies sup;>; d(,y;) < oco. It follows from Lemma A.1 that
dP(z,y;) < {d(@, 2;) + d(@i, y:)} < (1 + €)d’ (@i, y:) + E(p, €)d’ (w, ;)

for any € > 0. Hence, we have

.. dP(zx,y;) eDP eDP
llirr_1>£f<l> (x;) = hgégf(l)(n, T yi) > hmlnf {gb(yl) + F ~ T > ¢ (x) — g

Letting € — 0 furnishes the lower semicontinuity ®,(z) < liminf; ,o, ®-,(x;), which completes the proof.
(ii) The first claim is clear by the definition of ®(x), and the second claim follows from

dP(zx, 1 1
o) + L) _ g () < B, i 41) = By (0) + ( - H)dﬁ<x7yl>
b7y b7y b7y
dP(x,y 1 1
< o(yo) + ( p_lo) + ( p—1 p_1>dp(a:,y1).
pTy Py pm

Note also that the fourth claim is an immediate consequence of the second claim. Finally, in the third
claim, the first inequality is obvious and the second one is a consequence of the second claim as

d(x y1) d(x,y0) yo) dP (z, y1)

o(y1) + ———1 p = < o(vo) + . < d(yo) + ———1~-

p
Tl p 7_1 b7y
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(iii) For x € ©(¢), yr € J-[z] and any y € D(¢), we deduce from (3.2) that
o > @(T,$;y) > (D(Tax;yT) 24’(%) > ¢'r(y7) > D (1:*) - C(p7 T*,T)dp(x*ayr)- (35)
(ii

Then, since 7 < 7, Y« € Jr, [z] satisfies d(x,y,) < d(z,y«) by the second claim in (ii) and we find

O(r,23y) 2 6(yr) 2 O (w2) — O(p, 7, 7) (d(24, ) + d(2,54))"
Combining this with

. 1
llg%) C(p, 7, 7) = F < 00 (3.6)
from Lemmas 3.13 and A.1, we find
lim 777! inf ]gzb(yT) =0. (3.7)

7—0 yTGJT[:E

Now, for any y € ©(¢), we have

di (@) = sup prP N (@(r,2597) — d(yr)) < prP(y) + dP(x,y) —prPTh inf  o(yr).
yr€J- (7] yrE€J7 (7]

Then, (3.7) yields limsup,_,qd} (z)P < dP(z,y) for any y € D(¢), and lim, o d; (z) = 0 since z € D(¢).
(iv) Given = € X, since the function 7 — d7 (z) is non-decreasing, it is continuous except for at most
countably many points. Then, at any continuous point 7 € (0, 7.(¢)), the last claim in (ii) implies

aE (@) < lim d; (@) = d- (2) < df ).

Hence, d}f (z) = d; (z).

(v) Given x € X, we deduce from (iv) that ¢ is constant on J;[z] for 7 € (0, 7(¢)) \ #z. Moreover,
thanks to the monotonicity as in (ii), it suffices to show the convergence within (0, 7.(¢)) \ -#2. Thus, we
choose y, € J;[z] for each 7 € (0,7.(¢)) \ 42 and consider the convergence of ¢(y;).

First, if z € D(¢), then lim,_,od} (x) = 0 by (iii) and hence y, — x as 7 — 0. Thus, on the one hand,
the Ty-lower semicontinuity of ¢ yields

dP(x,yr)

lim inf @ () = lim inf {qzﬁ(yT) T

} > liminf ¢(y,) > o(x).
7—0 T—> 7—0
On the other hand, we have ¢(z) > limsup,_,o ®,(z) > limsup,_,5¢(y-). Combining these shows the
first assertion.
Next, let x & ©(¢). On the one hand, clearly liminf, ,od(z,y;) > 0 holds since y, € D(¢). On the

other hand, by (3.5), (3.6), the triangle inequality and d(z,y,) < d(z,y,,) from (ii), we find

1
liminf ¢(y,) > @, (24) — —— (d(x*,x) + d(z, yT*))p > —00.
7—0 p p

*

This is enough to obtain the claim, indeed,

It @r(a) 2 il o) + iyt = S35 = 00 = o)

O

Next we investigate the derivative of the Moreau—Yosida approximation (cf. [1, Theorem 3.1.4], [36,
Lemma 4.5]).

Theorem 3.19 (Derivative of ®(x)). Suppose Assumption 3.16. Then, for any x € X, the function
T — @, (x) is locally Lipschitz in (0,7.(¢)) and

d p—1/[/dr(z)\’ p—1(d-(z)\"
. £ () £ -~ T 3.8
e G — (] (3.9
holds for £'-a.e. 7 € (0,7.(9)). Moreover, if in addition ¢ is Ty -lower semicontinuous, then we have

*(.yr) /O p-1 <d$(a:)>pdr = 6(z) — é(yr) (3.9)

prP~1 P r




16 SHIN-ICHI OHTA AND WEI ZHAO

for all T € (0,74(¢)) and y, € J-[x].
Proof. For 0 < 19 < 11 < T«(¢) and any y,, € J, [z], we have

p—1 p—1
™ —
ry(z) — @7y (2) < D(70, 25Yr,) — (71,75 yr ) = 1Tp717'p071 dP(x, yr, ).
0 1

Note that
0 forl<p<2,

p—1 p—1 p—2 i ]
-l <((p-07""(r1 —19) with i=
1 <(p )z (11 0) {1 for 2 <p<

by the concavity (1 < p < 2) or the convexity (2 < p < o0) of ¥~ in t > 0. This implies

p—1 p—1
T — T _ (p—1)(r—710),,_
Py (2) — 01, (2) < 11.%711;)—1(@'1 (:C))p < p—1_ (dn (x))p
Py T PTy_; Ti

We similarly observe

p—1 p—1
T — T p—1)(11 — 19
By () = Bry (1) > Do T (gt (@) > L DOLZT0) (g e
b1y 71 PT1—T;
Combining them furnishes
P 1@ @) _ @n@) -~ n(e) _p—1 (5 @)
P 7'17@'7'2-1)_1 N T1 — 70 D Tf:iln
which shows that 7 —— ®,(z) is locally Lipschitz in (0, 7(¢)).
Take 7 € (0,7«(¢)) \ Az at where ®,(x) is differentiable, with .4, from Lemma 3.18(iv). Then, by

applying the above estimates to 71 — 77 (79 = 7) and 79 — 7~ (71 = 7), we have

— 1 (df(x))? d —1(dZ(x))?
ol d o po 1 @)
D TP dr P TP

Therefore, (3.8) follows. Integrating (3.8) on [19, 7] C (0, 7«(¢)) yields
Tn—1 di p
q»T(g;)+/ p( ’”(:”)> dr = @, (z).
™ D r
Letting 79 — 0, we deduce (3.9) from Lemma 3.18(v) and ®,(z) = ®(7, z;y;). O
Now we estimate the local slope |0¢| defined in Definition 2.19 (cf. [1, Lemmas 3.1.3, 3.1.5]). Let
D(|09|) = {x € D(¢) ||0¢|(x) < 0o} be the proper effective domain of |0¢|. Recall that ¢ =p/(p — 1).

)

Lemma 3.20. Suppose Assumption 3.16. Then we have, for any x € X, 7 € (0,7.(¢)) and y, € J-[z],

00]1(y,) < L),

TP

In particular, yr € D(|0¢|) holds and D(|0¢|) is dense in D(¢p) with respect to T.
Proof. Assume |0¢|(y,) > 0 without loss of generality and take a sequence (y;);>1 converging to y, with

() — ¢(yi)
lim —=——== = |0¢|(y,).
Observe from the choice of y, that

dP(z,y:)  dP(z,yr)
P(yr) — o(yi) < o s
Dividing this inequality by d(y.,y;) and using the mean value theorem, we obtain the first claim as
dp_l T d i) —d T dp_l T
(2,00) g 400 ) )
TP i—00 d(Yr, yi) ™"

106|(y-) <

Thus y, € D(|0¢|), and the density of D(|0¢|) in D(¢) follows from Lemma 3.18(iii). O




GRADIENT FLOWS IN ASYMMETRIC METRIC SPACES AND APPLICATIONS 17

Lemma 3.21. Suppose Assumption 3.16. Then we have
— P, q
s £12) = (o) _ [0619(2)
q

T—0 T

for all z € ©(p). (3.10)

Moreover, there exists a sequence 7; — 0 such that, for y, € J;[x],

— P
|0¢[%(x) = lim M = lim %’py”) > liminf |0¢](y, ). (3.11)
1—>00 Ti 1—>00 T; 7—0
Proof. We first show (3.10). By the Young inequality, for any s > 0, we have
q tp tp
i = sup (St — ) = sup (St — ) (312)
q t>0 p t>a P
for all a € (0,s/(=1). This implies
- — P
msup 2727 @) e {¢(x) $ly-) d (x,yf)}
7—0 T 70 T pTP
— P
< limsup { [6(z) = d(yr)]+ dlz,yr)  dP(z,y7) }
7—0 d(‘ru yT) T pr
d - dP(x,y, Able
Slimsup{|3¢|(:x) (z,yr) _ d(z,y )} < 199l(=)
T—0 T pTP q

where we used Lemma 3.18(iii) in the second inequality. If |[0¢|(x) = 0, then we are done with the help
of the first claim in (3.4). To show the reverse inequality under |0¢|(z) > 0, we again use (3.12) to see
|09]%(x) 1 <[¢(UC) - ¢(y)]+>q

————~ = limsup —
q y—x q d(z,y)

[¢(x) = o(y)]+ dz,y) _ dp(:vvy)}

= lim sup sup { d(z.y) - po

y—x  0<r<d(z,y)/a

for any a € (0,]0¢|"/®~Y(z)). Hence, for small € > 0,

D) ¢y mp (HE=8)_ FE) _ )0l
q T yta 0<r<e T pTP 0<T<e T ‘
Letting € — 0 shows
0619(0) _ 11 20 = Po0)
q 70 T

and completes the proof of (3.10).
We next prove (3.11). First of all, the last inequality in (3.11) immediately follows from Lemma 3.20.
Now, on the one hand, (3.10) furnishes a sequence 7; — 0 such that
— . q

1—00 T; q

On the other hand, we find from the above argument that

’8¢‘Q($) = lim sup {‘8¢|($) d(x;yT) . dp(pa;apyT> }

q T—0

Comparing this with the Young inequality (3.12), taking a subsequence if necessary, we obtain
d ) p
196]%(x) = lim <(”C’yﬂ)> .
1—00 T;
Finally, substituting this into (3.13) yields

106]9(z) = q}i’f& {¢(x) —T;ﬁ(yn) _ dp(]‘j’;;)/n)} _ qllggo w ~ (g —1)|0¢|(x).

This completes the proof of (3.11). O
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3.4. A priori estimates for discrete solutions and a compactness result. We introduce De Giorgi’s
variational interpolation associated with a solution to the recursive scheme (3.1) (cf. [1, Definition 3.2.1}).

Definition 3.22 (Variational interpolation). Given a solution (Z%);>¢ to (3.1), we denote by Es
[0,00) — X its arbitrary interpolation satisfying

Ec(th) =2, Eg(ti ' +0) e J5[EE] for 5 e (0,tk — 5.
Define a function Gg on (0, 00) associated with the discrete solution (Eé)/@o as, for 0 € (0, t@ — té_l],

_GEEY | dE S +0)

k=1 8y .= =z ) Y=g
Observe that Gz is a Borel function by (3.4). Moreover, we find from Lemma 3.20 that
00]9(Zx(t)) < GE(t) for t > 0. (3.14)

We also define a piecewise constant function |Z%| on (0, 00) by

_ d=E'2h)  d(EFED) o1k
IZ5|(t) = t,f_ . TTk for t € (tE71 K] (3.15)
T T

Then we have the following a priori estimates (cf. [1, Lemma 3.2.2, Remark 3.2.5], [36, Proposition 4.7]).
Recall Definition 3.4 for the piecewise constant interpolation Z¢(t) = =X for t € (téﬁl, tk], and Notation 2.5
that (X, x,d) is always a pointed forward ©-metric space.

Lemma 3.23 (A priori estimates). Suppose that ¢ is Ti-lower semicontinuous and Assumption 3.16
holds, and let (Z%)1>0 be a solution to (3.1).

(i) If ||Z]| € (0,7«(9)), then, for each couple of integers 0 < k < I, we have

1 [te 1 [t
! / S e+~ [ GR()dt+ B(EL) = S(ER).
D Jik qJt;

(ii) For any z. € X and S,T > 0, there exist positive constants C1 = C1(p, Tx, T($), S, T) and Cy =
C2(0,p, x4, 7(0), S, T) such that, if

=0 P =0 N—1 T*((b)
@Z)(‘—"I) <5, d (x*"—"l) < Sa tg <T, HIH < 2p/(p,1)p27
then we have
b oap(E 2L
P2, E8) < C1, Y —— 2 <G(E]) - ¢(E3) < C1 forall 1<k <N, (3.16)
=1 PT
max {dp(ég(t),ég(t)),dp(ég(t),ig(t))} < Co||ZIP~Y for all t € [0, 5] (3.17)
Proof. (i) It follows from (3.9) that, for each k +1 < i </,
) ) B/ Ei—l7 E'L 1 tiT 1 tiT 1 té
sE - o) =TT [ argar=1 [T w7 croa
pT; q Jeit D Jit q Jet
Summing up in k£ 4+ 1 < i <[ shows the claim.
(ii) Observe from (i) that
k —=i—1 =i th
P(E5 2L 1 [t _ _
S EEE [P e < o) - o), (.15)
=1 pT; P Jo

Note also that .
dP(z,, EL dP (x4, 2571 . . ,
e “}; =) < iErt = a2,
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which follows from the convexity of the function t? in ¢ > 0 and the triangle inequality if d(z,Z%) >
d(z.,E5") (and it is clear if d(2y,Z%) < d(z4, E5")). We deduce from these inequalities and the Young
inequality that, for any € > 0 and 7 := 7. (¢)/p < (),

dP(z4,2%)  dP(xy, 2 i1 iy e —i
= L §:d 1,2 e 2D)

- ep’l
<P THB(EY) — Pr (24)) + s (., %)

.',U*, ‘—‘T
Substituting e = 2=/~ 7, and recalling our hypotheses, we obtain

_ _ B _ op/(0=1)(p _ 1) & _
(0., Zh) < 2P (20,Z2) + pr L (B(ED) — By () + 2LV S (e, =)

T i=1
Qp/p Dip—-1)
<28 4+ prP S —prP e, () + ——m 2 ZTZ (x4, 2%).
Then it follows from [1, Lemma 3.2.4] with
. op/(P=1)(p — 1 —1
G = P(enEE), A=25+pP S —prP e, (n), a= 2t @D gy < 22t
Ty P

that
ar < Beﬁté_1 < BeﬁT,

where B = A/(1 —m) and 5 = a/(1 —m). We remark that A > S > 0 since

_ dP(z4,22) S
O (2:) S G(EY) + ——7- < S+ — .
PTx PTx

Note also that @, (x) depends only on p, 7.(¢) and z, (and ¢). Thus, we obtain the first claim in (3.16).
Moreover, we find from (3.18) that

dr(xy, =k
<¢e@—¢e@<¢&%—¢n@n+§iJﬂ,

which together with the first claim implies the second claim in (3.16).
As for (3.17), since Ex(t) € J,_, - 1[MZ 1] for t € (tf’;_l,té] with 1 < k < N, we see from the second

claim in (3.4), the former claim in (3.16) and Definition 2.2 that
d(Zz(t),Ex(t)) < d(2k, 2571 1 d(Eh 1, Ex(t)) < d(2k, 2571 +a(=k 1, =h)
< (O(d(x,z,) + C'P) + 1)d (2L, ER).
Combining this with the latter claim in (3.16) furnishes

& (Ex(t),Z5(t)) < (O(d(x,2.) + C'P) + 1)Pp| TP~ Ch.
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Furthermore, one can bound dP (Eg( ), Zx(t)) by Definition 2.2, thanks to
d(%,Bx(t)) < d(x, ) + d(2.,Z5) < d(x,2.) + C}7,
d(x,Zx(t)) < d(xEx(t)) + d(Ex(t),Ex(1))
d(x, x*> + O 1 (O(dlx,z) + CV7) + 1) (TP o)

>(-

IN

fort € (t;ﬁl, t@ with 1 < k < N. This completes the proof. O

We shall need the following version of Ascoli-Arzela theorem. Owing to Lemma 3.7, it is shown in the
same way as [1, Proposition 3.3.1] and hence we omit the proof.

Proposition 3.24. For T > 0 and a o-sequentially compact set K C X, let & : [0,T] — K, i>1, be a
sequence of (possibly discontinuous) curves such that

lim sup d(&(s),&(t) <w(s,t) for all s,t €[0,T]

for a symmetric function w : [0,T]x [0, T] —[0, 00) satisfying lim, 1y, w(s,t) = 0 for allr € [0, T\,
where € C [0,T] is an at most countable set. Then there exist a subsequence (§;;)j>1 and a limit curve
€:[0,T] — X such that & ,(t) —>£(t) for all t € [0,T] and & is Ty -continuous in [0,T]\ €.

We remark that w(s,s) > 0 can occur for s € ¥. For example, let 1 be a nonnegative finite measure
n [0,7] and set w(s,t) = w(t,s) := p([s,t]) for 0 < s < ¢t < T. Then ¥ is the set of atoms of p
(see [1, Remark 3.3.2]). We also need the following variant of the local slope |0¢|.

Definition 3.25 (Relaxed slope). We define the relazed slope of ¢ by
|0” ¢|(z) := inf { liminf |0¢|(z;) | 2; — z, sup {d(z,2;), p(2;) } < oo}
1— 00 i

for x € D(¢), and |0~ ¢|(z) := oo otherwise.
Note that, by choosing x; = z for all i, |0~ ¢|(x) < |0¢|(z) always holds.

Remark 3.26. If |0¢| is o-sequentially lower semicontinuous, then we have |0¢|(z) < |0~ ¢|(x) for any
z € D(¢), and hence |0~ ¢| = |0¢| holds.

Now, under Assumption 3.8, we have a compactness result (generalizing [1, Corollary 3.3.4]; see also [36
Proposition 4.9]).

Theorem 3.27 (Compactness). Suppose that Assumption 3.8(a)—(c) hold. Let A be a family of sequences
of time steps ¥ corresponding to partitions of [0,00) such that infzep ||T|| = 0, and let {E%}:;EA be a
family of initial data satisfying

E% Ty 20 and qﬁ(E%) — &(xo) as ||Z]| — 0, ;ug d(xo,E%) < 00,
€

where xg € D(¢P) is a fived point. Then there exist a sequence (Ty)a>1 in A with ||To| — 0, a limit curve
£ € FACY ([0, 00); X), a non-increasing function ¢ : [0,00) — R, and A € L} ([0,00)) such that

loc
(i) Zx,(t) -5 &(t) and Ega(t) T3 €&(t) as a — oo for all t > 0;
(ii) ¢(t) = lima—oo ¢(Ex, (£)) = ¢(&(t)) for all t >0, and £(0) = zo;
(ili) |2, | = A weakly in L}, ([0,00)), and A(t) > |£[(t) for L -a.e. t € (0,00);
(iv) liminf, 0o G%_(t) > |0~ 9|7(&(t)) for all t > 0.

Proof. By hypotheses, we can choose a sequence (Ty)a>1 in A such that || T,| — 0 and

I%all € g 16(E%) - dla] < 1.
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In order to apply Lemma 3.23 (with the help of Remark 3.17), set S := max{¢(zo)+1, supzcp d* (0, Z2)}.

Then, for T > 0, N(«) with tga(a)_l <T< tg(fa) and C' := max{C1,C2} in Lemma 3.23, we have

k dp(:\i—l =1 )

Panzhy<o, ST IR gm0 @k <o mri<k<N@),  (319)
=1 PTag
max {dp (E‘Za (t)v E‘Ia (t)) ) d” (ETQ (t))ETa (t))} < CHS"aHpil for ¢t € [07 tga(a)L (320)

where we put T, = (7a,i)i>1. Note that (3.19) implies

sup sup d”(zo,Zx,(t)) < C, sup sup ¢(Zs,(t)) < sup gb(E%a) <8S.
a tel0,T] @ t€0,T] o
Now, consider a set
H = {x € X|d(xo,x) < C, §(x) < S5},
and observe Z¢,_ ([0,7]) C #". Tt follows from Assumption 3.8(a), (c) that ¢ is o-sequentially compact.
Note that ¢ (t) := ¢(Zx, (t)) is non-increasing by definition. Therefore, by passing to a subsequence if
necessary, we may assume that ¢(t) := lima—,o0 o (t) exists for all t € [0, 7] and ¢ is a non-increasing func-

tion (see [1, Lemma 3.3.3]). Moreover, by a diagonal argument, one can assume that ¢(t) := lima—00 ©a (%)
exists for all ¢ > 0. We also find from Lemma 3.23(i) and (3.19) that

T
/0 e [P(8)dt < p{6(Es. (0) — 6(Bx. (7))} < pC,

which together with the reflexivity of LP([0,T]) yields a weakly convergent subsequence of (|Z%_|)a>1
in LP([0,T]). Again by a diagonal argument, we can assume that (|25 _|)a>1 converges weakly to some
function A € LY ([0, 00)).

Let Pz, be the partition of [0, 00) corresponding to ¥,. For 0 < s < t, set s, := max{r € Pz_|r < s}
and to := min{r € Pg_ |t <r}. Then we have

to
d(Es, (5), Zs, (1)) < / 2 [(r) dr

by the definition (3.15) of |=% |, and hence

t
lim sup d(Zx, (s), 2z, (1)) §/ A(r)dr. (3.21)

a—00

Therefore, since # C By (d(*,z0) + CY/?), we can apply Proposition 3.24 to Z¢, : [0,7] — # with

w(s,t) = w(t,s) = O(d(x,x¢) + C/P) fst A(r)dr to find a subsequence of (g, )a>1 o-converging to a

Ti-continuous curve & : [0,7] — ¢ . Together with (3.20) and by a diagonal argument, we obtain (i).
It is straightforward from Assumption 3.8(a) and (i) that

p(t) = lim ¢(Zg, (1) > 6(&(1)).

Moreover, the assumption ZJ 75 29 combined with (i) furnishes (as in Remark 3.5(c))

d(&(0), 2) < liminf d(Ex, (0),Zg,) =0,

which shows £(0) = o and completes the proof of (ii). Next, we deduce from (i) and (3.21) that

d(f(s),ﬁ(t)) < haﬂiio%fd(i%(s):g‘fa (t)) < lim sup d(éga (s), =z, (t)) < / A(r)dr,

a—0o0

which implies that |¢,|(t) < A(t) holds for #'-a.e. t € (0,00). Thus we have (iii) and, since A €
LY ([0,00)), £ € FACP ([0,00); X). Moreover, it follows from (i) and (3.14) that, for all ¢ > 0,

loc loc
07617 (&(1)) < liminf |9¢|"(Ex, (1)) < liminf G (¢).

This yields (iv) and completes the proof. O
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3.5. Generalized minimizing movements. In this subsection, we will take advantage of generalized
minimizing movements to obtain the existence of curves of maximal slope (recall Definition 2.23).

Definition 3.28 (Generalized minimizing movements). Let p € (1,00) and z¢p € X. We say that a curve
€ :]0,00) — X is a p-generalized minimizing movement for ¢ starting from g if &(0) = z¢ and there is
a sequence (T,)q>1 of ||Ty| — 0 along with corresponding discrete solutions (Zg, )o>1 such that

li_}In B(EL.) = ¢(z0), lim sup d(z0, 2%, ) < oo, Zq, (1) 25 &(t) for all t > 0.

a—r 00

We denote by GMM,,(¢; () the collection of p-generalized minimizing movements for ¢ starting from z.

We remark that the construction of discrete solutions depends on p. Note also that, under E%a Z¢ (0),

£(0) = z is equivalent to EY 73 20 (see Remark 3.5(c)). The following variant of Theorem 3.27 ensures
that GMM,,(¢; ) is nonempty under mild assumptions.

Corollary 3.29. Suppose that Assumption 3.8(a)—(c) hold. Let A be a family of sequences of time steps
T corresponding to partitions of [0,00) with infsep [|T|| = 0. If a family of initial data {E2}zecn satisfies

sup ¢(E3) < oo,  supd(zo,Ey) < oo,
TeA TeA

o

then there exist a sequence (To)a>1 in A with | Tl — 0 and & € FACY. ([0, 00); X) such that Z<,, (t) — &(2)

loc

for allt > 0. Moreover, if E%a s 20 and qb(EOTa) — ¢(z0) as o — 00, then we have & € GMM,,(¢; o).

Proof. Since infgzep ||T]] = 0, we can choose a sequence (Tq)a>1 with [|Ta]| — 0. By letting S :=
max{supzc ¢(ES), supzcp dP (0, Z%)}, the existence of £ is shown in the same way as in Theorem 3.27.

Moreover, if 2§ 75 20, then we find £(0) = xg and P(E) — ¢(xo) implies £ € GMM,,(¢; o). O

We remark that, in Theorem 3.27, we assumed zo € D(¢) to obtain an upper bound of supgcy #(Z2)
and apply Lemma 3.23(ii). In Corollary 3.29, however, we assumed supgcy ¢(E3) < oo instead and
zo € D(¢) was removed. Note also that supzep ¢(2) < 0o and ¢(ZF ) = ¢(zo) imply zo € D(¢)).

In the next two theorems (generalizing [1, Theorems 2.3.3, 2.3.1]), we see that GMM,,(¢; z¢) consists of
p-curves of maximal slope. Recall (2.13) for the energy identity of p-curves of maximal slope.

Theorem 3.30. Suppose that Assumptions 3.8(a) and 3.16 hold and |0~ ¢| is a strong upper gradient for
—¢. Let xy € D(¢p) and (Ex,)a>1 be a sequence of discrete solutions with a curve & : [0,00) — X such
that £(0) = xg and

1Tall = 0, B(EL,) = é(z0), supd(zo,E3.) < oo, ZEg,(t)->&(t) for allt >0,

Then we have £ € FACY ([0,00); X) and

loc

(i) lima—eo #(Zx, (1) = 6(&(1)) for all t > 0;
(i) |25, | = [€4] in LL,.(0,0));
(iii) |0¢| 0 Ex, — [0~ ¢| 0 & in L ([0, 00)).

loc

In particular, every curve & € GMMy(¢; zg) is a p-curve of mazimal slope for ¢ with respect to |0~ ¢| and
we have the energy identity

1 (7 LT

p/ |ELP(t) dt + q/ 107¢|7(&(t)) dt + ¢(&(T)) = ¢(z0)  for all T > 0. (3.22)
0 0

Proof. We obtain from Theorem 3.27 a subsequence (%, )i>1 0f (To)a>1, denoted by (F;);>1 for simplicity,

satisfying Theorem 3.27(i)—(iv). We remark that, in the proof of Theorem 3.27, Assumption 3.8(c) was

used only to find a convergent subsequence and a limit curve £ satisfying Theorem 3.27(i). In the current

theorem, Zq, (t) — £(t) is included in the hypotheses and we do not need Assumption 3.8(c).
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It follows from Theorem 3.27, Fatou’s lemma and Lemma 3.23(i) that

1 (7 . 1T ,
- /0 LPde+ /0 611 (£(1)) dt + H(£(T))

e 1T _
< - / AP(t) dt + p / liminf G% (¢)dt + lim ¢(Zg,(T))
0 0 o 1—00

P 1—00

T T
< lim inf { ! / 1= [P(t) dt + 1/ G (t)dt + (;S(Egi(T))}
i—oo | P Jo ’ q.Jo ‘
= lim ¢(Z3,) = ¢(0). (3.23)
Furthermore, since |0~ ¢| is a strong upper gradient for —¢ by assumption, Definition 2.15 furnishes
T
a0) = 6(0)) < 0(6(T) + [ 0-el(Ew)gL 0. (3:24)

Combining this with (3.23) shows

1 (T 1T T
> [ermare s [Comemem)ae< [ o al(ew) gkl ar
P Jo q.Jo 0
Therefore, we obtain from the equality condition of the Young inequality that
1€ P() = 107 6|7 (&(2))  for Lt-ace. t € (0,00), (3.25)
and all the inequalities in (3.23) and (3.24) are in fact equalities. In particular, (3.23) yields (3.22) and
=l = [€}] in 12,0, ), (3.26)
lim inf GR =107¢|70¢ in Ly, ([0,00)), lim ¢(Es,(t)) = ¢(&(t)) for all ¢ > 0.

Thus, we have (i) and (ii) for (%;);>1.
We next show (iii). On the one hand, observe from Definition 3.25 that liminf;,. [0¢|(Zx,(t)) >
|0~ ¢|(£(t)). On the other hand, we deduce from (3.25), (3.26), (3.15) and Lemma 3.20 that

T T T T
/ \8¢5|q(§(t))dt:/ Pl = ‘lim/ ]E'Ti|pdt2hmsup/ 1061%(x, (1)) dt
0 0 =00 Jo ; 0

1—00

1—00 1—00

T T
> lim inf / 09| (Zx,(t)) dt > / liminf |0¢|7(Exg, (t)) dt.
0 0

Hence, we obtain (iii) for (F;);>1. Note finally that, since every subsequence of (T4 )q>1 includes a further
subsequence satisfying (i)—(iii), the original sequence (%, )a>1 necessarily satisfies (1)—(iii).

For £ € GMM,,(¢; ), one can apply the above argument and obtain the energy identity (3.22). More-
over, we deduce from the equality in (3.24) as well as (3.25) that

GOED) =~ Sl (EB)IELI® =~ €L P - 21076l (€(0)

for #1-a.e. t € (0,00). Therefore, ¢ is a p-curve of maximal slope for ¢ with respect to |0~ ¢|. O

See [36, Theorem 3.5] and [6, Theorem 4.21] for the results corresponding to Theorem 3.30 in their
settings. Theorem 3.30 cannot be deduced from them (and vice versa), due to the difference of assumptions
we explained in Remarks 2.26 and 3.11.

Theorem 3.31. Suppose that Assumptions 3.8(a) and 3.16 hold. If |0~ ¢| is a weak upper gradient for
—¢ and ¢ satisfies the continuity condition:

?;111){|5¢\($i)a d(z,3;), d(z;)} < oo, z; -z = ¢(x;) = d(2),

then every & € GMM,(¢; o) with zg € D (@) is a p-curve of mazimal slope for ¢ with respect to |0~ ¢@|.
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Proof. Let (To)a>1 be as in Definition 3.28. Similarly to Theorem 3.30, we can choose a subsequence
(Ti)i>1 of (Ta)a>1 satisfying Theorem 3.27(i)—(iv). Setting p(t) = lim;_,00 #(Zg, (t)) as in Theorem 3.27,
we infer from (3.23) and Lemma 3.23(i) that

/ (&P (r)dr + = / 107 ¢|7(¢ dr < p(s) —¢(t) forall 0 <s<t, (3.27)

p/ liminf |25 |P(r) dr < @(s) —p(t) < oo forall 0 < s <t.

1— 00

The latter inequality implies that liminf; . |25 |(t) < oo for Llae. t € (0,00). Since ¢ is non-
increasing, ¢’ exists .#!-a.e. and we find from (3.27) that

1 1
Pt < 1P~ (10 (¢(t) for Llne. t € (0,00).
As |0~ ¢| is a weak upper gradient by assumption, it suffices to show that ¢ is Z!-a.e. equal to ¢ o €.
Observe from Lemma 3.20 (as in the proof of Theorem 3.30) that
liminf [0¢|?(Zx, (t)) < liminf |2 |P(t) < oo for L'-ae. t € (0,00).
i—00 i—00 g

Thus, for #!-a.e. t € (0,00), the assumed continuity condition yields op(t) = lim; 0 ¢(Zx, (t)) = H(E(1)).
This completes the proof. O

Now, we present an existence result to Problem 3.1. We say that a function ¢ : X — R is of lower
p-growth if there are constants C, D > 0 such that ¢(x) > —C — DdP(x,z) holds for all z € X. For
instance, if infx ¢ > —o0, then ¢ is of lower p-growth with C' = — min{infx ¢,0}.

Corollary 3.32. Let (X,d) be a forward boundedly compact forward metric space, p € (1,00), and
¢ : X — R be a continuous function of lower p-growth. If |0~ ¢| is a weak upper gradient for —¢, then,
for any xg € X, there exists a p-curve § : [0,00) — X of mazimal slope for ¢ with respect to |0~ ¢| with
£(0) = zg. If additionally |0~ | is a strong upper gradient, then & satisfies the energy identity (3.22).

Proof. Let 0 = T1. Observe from the triangle inequality and Lemma A.1 that

O(r,259) > —C — DdP (x,y) + dpg 4)

dP
> —C — D{€d’(x,z) + (1 + €)d’(z,y) } + (ﬂ;ﬁ)
pT
Hence, for sufficiently small 7 > 0, we have infycx ®(7,x;y) > —oo and Assumption 3.8(b) holds. More-
over, Assumption 3.8(a), (c) hold by hypotheses. Therefore, given any sequence of time steps (Ty)a>1
with initial data (2% )a>1 such that [|Ts] — 0 and 2% — o, Corollary 3.29 provides a limit curve
& € GMM,,(¢; zg). Then the claims follow from Theorems 3.31 and 3.30. O

We remark that the lower p-growth was assumed merely for ensuring that Assumption 3.8(b) holds.
Another condition implying Assumption 3.8(b) is, e.g., that every sublevel set of ¢ is compact (see
Proposition 3.10).

In view of Example 2.25, we also give an existence result for gradient curves in the Finsler case.

Corollary 3.33. Let (M, F) be a forward complete Finsler manifold and p € (1,00). For any ¢ € C*(M)
and xo € M, there exists a C'-curve & : [0, T) — M solving the gradient flow equation

ip(€'(1) = V(=9) (&), £(0) =,

where limy_,p dp(z9,&(t)) = 0o if T < 00.

Proof. Let 0 = T, and note that the forward metric space (M,dr) is forward boundedly compact
by the Hopf-Rinow theorem. Since ¢ € C!(M), it follows from Example 2.20 and Remark 3.26 that
|0~ ¢| = |0¢| = F(V(—¢)) is a strong upper gradient for —¢. Now, if ¢ is bounded below (or of lower
p-growth), then Corollary 3.32 furnishes a p-curve ¢ : [0,00) — M of maximal slope for ¢ with respect
to |0~ ¢| with £(0) = xo, and we conclude the proof by the argument in Example 2.25.

When infy ¢ = —oo, we replace ¢ with ¢, := max{¢, infBio(r) ¢} for large » > 0 and construct a

gradient curve & within By (r). If ¢ does not reach 0By (r), then ¢ is defined on [0,00). If £ reaches
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OB (r) at some T} € (0,00), then we continue the construction for ¢, from x; := &(T1). Iterating this
procedure, since V(—¢,) = V(—¢) in B} (r), we eventually obtain a C'-curve £ : [0,T) — M satisfying
ip(€'(t) = V(=9)(&(t)) and limy7 dp(z0,£(t)) = 00 if T < oc. m

Remark 3.34. For ¢ € C'(M) with [ > 2, V(—¢) is only continuous at its zeros while C'~1 at other
points (see [9,27,32]). Hence, in order to get a higher regularity of £, we need to restrict ourselves to an
interval in which V(—¢)(£(t)) # 0. See Corollary 4.19 below for instance.

3.6. Doubly nonlinear evolution equations. This subsection is devoted to gradient flows in infinite

dimensional Funk and Randers-like spaces. Let (7, (-,-)) be a Hilbert space and set | - || := 1/(-,-). On

the unit ball B := {z € 5 |||z| < 1}, we define an asymmetric distance function d : B x B —|0, 00) in

the same way as (1.2). Similarly to (1.1), d is associated with the (infinite dimensional) Finsler structure
d(z,z +ev) /(A= [2[H)]v]? + (2, 0)? + (2, v)

F(z,v) := lim = , veT,B=Z.
(@)= T = e ;

We call (B,d) a generalized Funk space and observe the following (see [1, Remark 1.1.3] for (iii)).

Proposition 3.35. Let (B,d) be a generalized Funk space.
(i) (B,0,d) is a forward complete pointed forward ©-metric space with ©(r) = 2e" — 1.
(ii) Both the forward and backward topologies coincide with the original topology of B C .
(iii) A curve v belongs to FACP((a,b); B) if and only if it is differentiable at £*-a.e. t € (a,b) with the
derivative v satisfying F(v,7') € LP(a,b) and

t
Y(t) —y(s) = / Y (r)dr for anya<s<t<b.
Moreover, for v € FACP((a,b); B), we have |7/, |(t) = F(y(t),7'(t)) for £ -a.e. t € (a,b).

Let .#* denote the dual space of . For ¢ € T/B = J* (= ), the dual norm of F' is defined as

) (¢, v)
F*(z,{) == sup ————.
ver,B\{o} F'(z,0)
For p € (1,00), ¢ =p/(p—1) and v € T, B, define J,(x,v) C T;B by
Ip(,v) :={C € TTB|((,v) = FP(z,v) = F*(2,() = F(z,v)F"(z,()}.
Note that J,(z,y) is at most a singleton by the differentiability of || - || (see Proposition B.1).
Given ¢ : B —(—o00, 0] and = € B, we set

O¢(x) = {C € 1.8 d(z,z +v)
0°¢(x) :=={C € 9p(x) | F*(x,—() < F*(x,—n) for all n € d¢(x)} for x € D(0¢),
*( 0o L 1nf<€8¢(z) F*(SC, *g) ifz € Q(agb)a
F(=0%() = {+oo if 2 ¢ D(90),
where 0¢(x) is the Fréchet subdifferential of ¢ at x and D(9¢) := {x € D(¢) | dp(x) # 0}. The function

x+— F*(=0°¢(x)) is a weak upper gradient for —¢ (see Proposition B.2).
The main result of this subsection reads as follows (cf. [1, Proposition 1.4.1, Theorem 2.3.7]).

lim inf
v—0

> O} for x € D(¢),

Theorem 3.36. Let (B,d) be a generalized Funk space, and let ¢ : B —— (—o0, 0] admit a decomposition
¢ = ¢1 + ¢ where ¢y is a proper, lower semicontinuous, convex function and ¢o is of class C' in the
Fréchet sense.

(i) The local slope |0¢| is a strong upper gradient for —¢. Moreover, for every x € B, we have |0¢|(z) =
F*(—Po(x)) = 0~ 9|(x).

(ii) If¢ : (a,b) — B is a p-curve of mazimal slope for ¢ with respect to |0¢|, then it satisfies the following
doubly nonlinear differential equation:

I (E@),€ (1) = —0°0(E(t)) #0  for L' -a.e. t € (a,b). (3.28)
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(iii) If Assumption 3.8(b), (c) hold with o = T, then, for every xo € ©(¢), GMM,(¢; o) is nonempty
and its element & satisfies (3.28) and the energy identity

T
| gop e 6(em) = olan) for at 7> 0.

Proof. (i) By Proposition B.2, the same argument as in the proof of [1, Corollary 1.4.5] yields that 0¢ =
O0¢1+d¢s satisfies (B.1) and (B.2), and |0¢| is a strong upper gradient for —¢ with |0¢|(z) = F*(—0°¢(x)).
Moreover, |0¢| = |0~ ¢| follows from (the proof of) [1, Lemma 2.3.6] (with o = T3).

(ii) Since ¢’(t) exists Z'-a.e. due to Proposition 3.35(iii), Proposition 2.24 combined with (i) implies

%q&(f(t)) _ —;|g'+|p(t) - ;F*(-@o(b(g(t)))q for Zleae. t € (a,b).

On the other hand, for #£!-a.e. t € (a,b) and any ¢ € 0°¢(£(t)), we have

d 9t +e) —o(€t) _ . . (GE(E+E) —E(F)) /
— t))=1 >1 f =—{(— t)).
€M) = lim . > limin . (=¢.€)
The Young inequality then furnishes —¢ € J,(£(¢), & (¢)), and Proposition B.1(iii) yields (3.28).
(iii) This follows from Corollary 3.29, Theorem 3.30, and (i), (ii) above. O
We remark that the above argument also applies to the unit balls in general Banach spaces & as well
as Minkowski normed spaces of infinite dimension. For example, let (4, || - ||) be a reflexive Banach space
and (#*, || - ||+) be its dual space. Given w € #* with |lw||« < 1, we can define an asymmetric metric d,,

on A by dy(z,y) = ||y — x| + w(y — x) (cf. Example 3.6). Then the Minkowski normed space (4, d,,) is
a [(1+ ||wll«)/(1 = ||w||«)]-metric space and Proposition 3.35(ii), (iii) hold. Moreover, since

F,) = tim BEEEE ),
e—0t €

both F*(z,() and J,(x,v) are independent of z. Theorem 3.36 remains valid by replacing (3.28) with

the doubly nonlinear differential inclusion Jp(&'(t)) D —0°¢(&(t)) (if || - || is differentiable, then J,(v) is at

most a singleton and Theorem 3.36 holds as it is).

A generalization of the theory of doubly nonlinear evolution equations (DNE) to asymmetric Finsler-
like metrics on Banach spaces was investigated in [36, §8], under the finite reversibility and the lower
boundedness of ¢1 (see [36, (5.1c), Definition 5.10]). We remark that the reversibility of generalized Funk
spaces is infinite by Proposition 3.35(i).

4. (p, \)-CONVEXITY

In this section, we study the behavior of curves of maximal slope under a certain convexity assumption
on @, where ® was defined in Definition 3.2 as a combination of the target function ¢ and the distance
function. Let (X, d) be a forward complete forward metric space, ¢ : X —(—00, 0] be a proper function,
and p € (1,00) throughout this section.

4.1. Convexity assumption. A curve 7 : [0,1] — X is called a minimal geodesic if d(~(s),~(t)) =
(t — s)d(7(0),v(1)) holds for any 0 < s <t < 1.

Definition 4.1 ((p, A)-convexity). For A € R, we say that ¢ is (p, A)-convex (resp. (p, \)-geodesically
convez) if, for any zg,x1 € X, there is a curve (resp. a minimal geodesic) 7 : [0,1] — X from zg to =1
such that

A
o(v(t)) < (1 —t)d(zo) + td(z1) — ;t(l — P VP (zg,z1) for all t € [0,1].
In the particular case of p = 2, ¢ is also called a \-convex (resp. A-geodesically convez) function.

Remark 4.2. We remark that our definition of (p, \)-convexity slightly differs from the (X, p)-convexity
in [37, Definition 2.5] (discussed on symmetric metric spaces), which requires

6(+(1) < (1— t)d(0) + t(a1) — ;t(l — )dP(z0,21) for all £ € [0,1]
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(see also [1, Remark 2.4.7]). Since ¢ € [0, 1], this is stronger (resp. weaker) than our (p, \)-convexity for

A>0and pe(1,2) or A <0andp € (2,00) (resp. for A > 0 and p € (2,00) or A < 0 and p € (1,2)).
Our (p, A)-convexity is well-behaved in subdivisions in the sense that combining

() e ()
¢<7(;>> < %éﬁ(l’o) + %é(ml) — ;; <1 — 2p1_1>dp(x0,x1)

o(1(3)) = Jotan) + ot - 25 (1= g ) lanan),

Moreover, our usage of ® below in the spirit of [1] seems also advantageous. See Remarks 4.12, 4.18 for
further discussions.

and

implies

Now we introduce an important convexity assumption (in the spirit of [1, Assumption 2.4.5]).

Assumption 4.3. Let A € R and put A_ := —min{\,0}. We assume that, for any xg,z1 € D(¢), there
exists a curve 7 : [0,1] — X from x¢ to z; such that
1 1
<I>(T, z0; y(t)) < (1 =t)®(7,mo; o) + tP(7, 20; 1) — » <)\ -+ p_1>t(1 — P V)P (g, 1) (4.1)
T

for all 7 € (0, A:l/(p_l)) and t € [0, 1], where we set A"VD it A = 0.

In other words, ®(7,z¢;-) is (p, A + 71 7P)-convex for a common curve 7 for all 7 € (0, )\:1/(1’71)). We
remark that v is always emanating from zg (cf. [1, Assumption 4.0.1], which is a stronger convexity
condition requiring the convexity of ®(7,xo; ) between any pair of points).

Example 4.4. (a) It is readily seen that a (p, \)-geodesically convex function ¢ : X —(—o00, 0o| satisfies
Assumption 4.3 (regardless of the convexity of the distance function). Indeed, for a minimal geodesic
v :10,1] — X from x( to x1 along which the (p, A)-convexity holds, we have

(I)(T, xo;’y(t)) = ¢(’Y(t)) + W

< (1= (a0) + t0(a1) = (1= )P an, 1) + v, 1)

1

1
= (1 —=t)®(7,x0;x0) + tP(7, 05 1) — p()\ + 1

>t(1 — P HYdP (g, z1).

(b) The convexity of the distance function is intimately related to how the space is curved. For a complete,
simply-connected Riemannian manifold (M, g), d2(zx,-) is 2-geodesically convex for every x € M if
and only if the sectional curvature is nonpositive. This is a fact at the origin of the fruitful theory of
CAT(0)-spaces (see, e.g., [12]). In the Finsler case, only the flag curvature is not sufficient to control
the convexity of the distance function and we need some additional conditions. For example, for
forward complete, simply-connected Finsler manifold (M, F') of Berwald type with nonpositive flag
curvature, d%(z,-) is O-geodesically convex for every z € M. We refer to [40, §15.1] and [26, §5] for
this and more general results.

We collect some immediate consequences of Assumption 4.3 in the next lemma.

Lemma 4.5. Suppose that ¢ satisfies Assumption 4.3 for some (p,\). Then we have the following.
(i) ¢ satisfies Assumption 4.3 for all (p, N') with ' < A.
(ii) For any T € (0, A:l/(p_l)) and t € (0,1], we have

¢(v(t)) — ¢(z0) ) e ¢ Sl

t pr—l dp($07x1)7 (42)

< ¢(w1) — ¢(wo) +
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where v is the curve satisfying (4.1). In particular,
d(xo,fy(t)) < td(zg,z1) for all t €[0,1]. (4.3)
(iii) If A > 0, then we have

¢(v(t)) = ¢(xo)
t

In particular, ¢ is (p, \)-convez.

Proof. (i) is trivial by definition. In (ii), (4.2) follows from ¢(y(t)) < (7, x0;7v(t)) and (4.1) as

>t(1 — 1) P (2, 21)

< o(x1) — d(x0) — 2(1 — P NHYdP (29, z1)  for all t € (0,1]. (4.4)

Tp—1

D (7, 2037(t)) < (1 —t)d(wo) + te(z1) + tw - 117<>\ i

tP=t — A\rP=l(1 — ¢t

= (1= 1)0(z0) + to(en) + 10

dp(l'o,l’l). (4.5)

We obtain (4.3) by letting 7 — 0 in the above inequality. For (iii), the assumption A > 0 implies A_ =0
and hence (4.2) holds for all 7 € (0, 00), which furnishes (4.4) as 7 — oo. O

Next we give an estimate of 7.(¢) (see Definition 3.12) under Assumption 4.3 (cf. [1, Lemma 2.4.8]).

Lemma 4.6. Suppose that Assumption 4.3 holds for some (p,\) and there are x, € D(¢p) and r. > 0
such that

my = inf{¢(z) |d(zs, ) <1} > —00. (4.6)
(i) We have 1.(¢) > AZVPD gy particular, T.(¢) = oo if A > 0.

(ii) If A > 0, then ¢ is bounded from below. Moreover, if ¢ is Ty -lower semicontinuous, then it has a
unique minimizer T € X.

Proof. (i) Given 7 = (A_ 4+ &)~ Y= ¢ (0, A:l/(p_l)), we claim that
inf{®(7,z.;y) | d(zs,y) > ri} > —o0. (4.7)

Combining this with (4.6) implies 7. (¢) > (A_ + &)~ ®=1 and then (i) follows by letting & — 0.

In order to show (4.7), take an arbitrary point y € ©(¢) with d(x.,y) > 74, let v : [0,1] — X be a curve
from xg = x4 to 1 = y satisfying (4.1), and set y. := y(r«/d(z«,y)). Then (4.3) implies d(zy,ys) < 74
and hence ¢(ys) > m,. We deduce from (4.2) that

Urey) (40) — o)

Tx

< #lu) = dla) + pﬂ}’—l { (d(;:, y) )pl - <1 - (d(:, y)>p1> }dp(x*’ v

This together with ¢(y.) > m. yields

B(x) + cadlzry) < Bly) — ;d%*, y) < bly) + Apdﬁ(ac*,y» (4.8)

my — d(x) — (TP + Nl /p
T '

where ¢, :=

Combining this with the Young inequality
e—a/p

E
—eud(ray) < fesld(zn) < () + e

and recalling 7 = (A_ + &)/~ we find

A_+e g=a/p

O(1,2459) = d(y) + AP (x4, y) > d(4) + cud(xs, y) + %dp(:n*,y) > ¢(x4) —

e

This implies (4.7) and completes the proof.
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(ii) If A > 0, then for any € > A, the above argument with 7 = (¢ — )~ ®~1) shows

g—a/p

(~c.)’

P(y) +

- A

P (@e,y) 2 9(r2) + e(rery) + - P (w0,) 2 H(z2) -
Letting ¢ — A, we deduce from the above inequality and (4.6) that
AT (G(a) —m <Arf:>/p>q}

q
q T

igl{fd) > min {m*, o(xy)

When ¢ is lower semicontinuous, take any minimizing sequence (z;);>1, i.e., ¢(z;) — infx ¢. For any
0 < i<y, let vy, beacurve from z; to z; satisfying (4.1). It follows from (4.4) (with ¢t = 1/2) that

2fo(rs(3) ) - ot} < o) = ol = S0 - 2,

which furnishes

A

;(1 — 21*p)dp(a:i,xj) < o(zi) + P(xj) — 2¢(’yi7j <;>> < o(zi) + P(xj) — Qigl(fd) -0

as i,j — oo. Thus, (z;);>1 is a forward Cauchy sequence and converges to some z € X, which is
a minimizer of ¢ due to the lower semicontinuity of ¢. The uniqueness also follows from the above
argument, as any minimizing sequence is convergent. 0

Two remarks on the relationship between Assumption 3.8 and (4.6) are in order.

Remark 4.7. (a) Under Assumption 4.3, Assumption 3.8(b) is equivalent to (4.6). On the one hand,
it follows from Lemma 4.6(i) that (4.6) implies Assumption 3.8(b). On the other hand, if Assump-
tion 3.8(b) (®, (z+) > —oc) holds, then we have, for any r, > 0 and = € By (1),

dP(zy, x) rh

T = (I)T*(x*) -1

P(z) > Or, (74) — P
PTx pT.

Hence, (4.6) holds.
(b) Assumption 3.8(a), (c) imply (4.6). Assume on the contrary that there is a sequence (z;);>1 in

Bi.(ry) with ¢(x;) — —oo. By Assumption 3.8(c), we can find a subsequence of (z;);>1 which is
o-converging to some point To,. Then Assumption 3.8(a) furnishes ¢(ro) < lim; o0 ¢(z;) = —o00,
which contradicts ¢(zs) > —00.

4.2. Existence of curves of maximal slope. Under the convexity as in Assumption 4.3, we can show
a global formula for the local slope |0¢| (recall Definition 2.19), which plays an important role in proving
the existence of curves of maximal slope (cf. [1, Theorem 2.4.9], [36, Lemma 5.3], [37, Proposition 2.7]).

Theorem 4.8 (Global formula of |0¢|). If Assumption 4.3 holds for some (p,\), then

106](z) = sup | 22 = 9W)

sup e + ;\dpl(ac, y)] for all x € D(9). (4.9)

+
Moreover, when A > 0, we have |0¢|(x) = lg(x) for all x € D().

Proof. Let x € ©(¢). Clearly we have
[¢(z) — ¢(y)]

|0¢|(x) = lim sup * < sup
Yy—x (xa Yy YF#x

[¢<w> —90) | A1,

d(x,y) p .

In order to show the reverse inequality, without loss of generality, we assume that there is y # z such that

o(x) — o(y) + ;dp(a:,y) > 0.
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Let v be a curve from x to y satisfying (4.1). Then (4.2) yields that, for any 7 € (0, A:l/(p_l))

¢(z) —o(v(t) _ [o(x) —o(y)  APA -t -t td(z,y)
T o e T e
Combining this with d(z,(t)) < td(z,y) from (4.3), we find

. o(x) —o(v(1) _ o) — o(y)
O 2B ) C dey)
Now (4.9) follows by taking the supremum in y.
When X > 0, it is straightforward from (4.9) that |0¢|(x) > [4(z). Since the reverse inequality clearly
holds by definition, we have [0¢|(x) = l4(x). O

I

A
> + ;dpfl(x,y) > 0.

Corollary 4.9. Suppose that Assumption 4.3 holds for some (p,\) and ¢ is Ti-lower semicontinuous.
Then |0¢| is a strong upper gradient for —¢ and Ti-lower semicontinuous.

Proof. 1t follows from Theorem 2.21 that [0¢| is a weak upper gradient and [, is a strong upper gradient.
Hence, if A > 0, Theorem 4.8 implies that |0¢| is a strong upper gradient.
Next, suppose that A < 0 and Diam(X) < co. Observe from (4.9) that

ls(z) < |0¢|(z) — ;\Diam(X)p_l for all z € D(¢). (4.10)

Hence, for any v € FAC([a,b]; X), |0¢| o v || € L'(a,b) implies that [y 0|y, | € L'(a,b) and —¢ o is
absolutely continuous by Remark 2.16. Thus, Proposition 2.18 shows that |0¢| is a strong upper gradient.

Finally, when A < 0 and Diam(X) = oo, we shall again prove that —¢ o vy is absolutely continuous for
v € FAC([a, b]; X) with |8¢|ov |v,| € L*(a,b). Given such a curve v, we find from Lemma 2.8 that v([a, b])
is compact. Let Xy := v([a, b]) be the compact forward metric space equipped with the restricted metric
d, and denote by [2) the corresponding global slope of ¢. Then, the same argument as above together with
(4.10) yields [g o |v,| € L*(a,b) and —¢ o 7y is absolutely continuous. Therefore, [0¢| is always a strong

upper gradient for —¢.
The lower semicontinuity of |0¢| can be shown in the same way as Theorem 2.21(ii) by (4.9). O

Now we present two existence results under Assumption 4.3 (cf. [1, Corollaries 2.4.11, 2.4.12]). Compare
them with Corollary 3.32. Recall Remark 3.9 for Assumption 3.8 in the o = T, case.

Proposition 4.10. Suppose Assumption 3.8(a), (¢) with o = T4 and Assumption 4.3 for some (p,\).
Then, for every xo € D(¢), there exists a p-curve £ : [0,00) — X of mazimal slope for ¢ with respect to
|0¢| with £(0) = x¢. In particular, § satisfies the energy identity (3.22).

Proof. Observe from Remark 4.7 that Assumption 3.8(b) also holds. Then, from an arbitrary sequence
of time steps (Ta)a>1 such that [|T,] — 0 and a corresponding sequence of initial data (3 )a>1 with
E%a = ¢ for all @, we can find a limit curve £ € GMM,,(¢;zo) by Corollary 3.29. Furthermore, since
|0~ ¢| = |0¢| is a strong upper gradient for —¢ by Remark 3.26 and Corollary 4.9, we deduce from
Theorem 3.30 that £ is a p-curve of maximal slope and satisfies the energy identity. O

Proposition 4.11. Suppose Assumption 3.8(a), (c) and Assumption 4.3 for some (p,\). If |0¢| is
o-sequentially lower semicontinuous on forward bounded subsets of sublevel sets of ¢, then for every
xo € D(¢@), there exists a p-curve & : [0,00) — X of mazimal slope for ¢ with respect to |0¢| satisfying
£(0) = xo and the energy identity (3.22).

Proof. One can show [0~ ¢| = |0¢| in the same way as in Remark 3.26. Moreover, it follows from
Assumption 3.8(a) and Corollary 4.9 that |0¢| is a strong upper gradient for —¢. Then we obtain the
claim by a similar argument to Proposition 4.10 together with Corollary 3.29 and Theorem 3.30. O

Remark 4.12. When we replace ¢(1 — t?~1) with #(1 — ¢) in (4.1) (as in the (\,p)-convexity; recall
Remark 4.2), we have d(zg,v(t)) < t*/Pd(zq, 1) in place of (4.3). Although this does not affect Lemma 4.6
up to suitable modifications (e.g., ¥« := v((r«/d(x«, y))P/?)), however the proof of Theorem 4.8 works only
when p < 2. The lack of (4.9) causes problems when one tries to follow the succeeding arguments.
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4.3. Regularizing effects. In this subsection, we shall show that Assumption 4.3 with A > 0 implies
various finer properties, including the exponential convergence to a minimizer of ¢ (Theorem 4.14; cf. [1,
Theorem 2.4.14]) as well as a decay estimate of the local slope |0¢| (Theorem 4.17; cf. [1, Theorem 2.4.15],
[37, Proposition 2.7]).

Lemma 4.13. Let ¢ satisfy Assumption 4.3 with A\ > 0. Then we have

o(x) — i})l(fd) < |8;;‘Z/(§) for all x € D(¢p). (4.11)
Moreover, if £ € D(¢) is a minimizer of ¢, then
;dp(:z,x) < o(x) — @(Z)  for all x € D(¢). (4.12)

Proof. For any z,y € ©(¢) with ¢(z) > ¢(y), we deduce from (4.9) and the Young inequality that

o) = oly) < |00 (@)dle. ) - Sty < O,

which implies (4.11). When Z is a minimizer of ¢, (4.4) with 29 = Z and z; = = € D(¢) yields

;(1 — (7, 2) < @) — B(7)

since ¢(y(t)) > ¢(z). Letting ¢ — 0 completes the proof. O

Theorem 4.14. Suppose that Assumption 4.3 holds and ¢ is T;-lower semicontinuous with infx ¢ > —o0.
Then, for any p-curve & : [0,00) — X of mazimal slope for ¢ with respect to |0¢|, we have

6(¢(t) —inf & < {6(E(t0) —inf o} - exp (~qsgnNINT(t —t0) forall t=t9>0.  (413)
In particular, if A > 0 and & € D(¢) is a minimizer of ¢, then

(2,6() < {0(¢(to) —inf ¢} - exp (~q\P(t —t0)) for all t > 1o > 0.

Proof. Owing to Corollary 4.9, |0¢| is a strong upper gradient for —¢. Thus, we observe from Proposi-
tion 2.24 that ¢ o £ is locally absolutely continuous and

€L P(E) = [06]7(&(t) = —(¢0 &) (1) for LM-ae. t € (0,00).
Note that
asgn(VN7{6(¢(1) — inf o} <1001 (£(1)),
which follows from (4.11) when A > 0 and is trivial for A < 0. Thus, A(¢) := ¢(£(t)) —infx ¢ > 0 satisfies
Al(t) = —109]7(&(t)) < —q sgn( M)A YPA(t)  for L -ace. t € (0,00).
This implies (4.13) by integration. The second assertion is straightforward from (4.12) and (4.13). O

We can derive from Assumption 4.3 some estimates stronger than those in Subsection 3.3 (cf. [1,
Theorem 3.1.6, Remark 3.1.7]).
Theorem 4.15. Suppose that Assumptions 3.16 and 4.3 hold and let T € (0, 74(®)).
(i) If 1 + AP~ > 0, then we have, for any x € D(¢) and y, € J,[z],
P — q
Play) _ Ha) = Pola) __[000a)
TP T (14 Arp=1)a/p

(1 4+ MP" D094 (yr) < (1 + AP (4.14)

The last inequality holds even when J-[z] = (.
(ii) If A > 0, then we have, for any x € D(¢) and y, € J;[z],

?(yr) !

: ¢(z) — O (z) _ |09]*(x)
TS T e -

{gb(x) — igl{fgf)}, sup .

7>0 T q
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Proof. (i) The first inequality in (4.14) was shown in Lemma 3.20. In order to prove the second one, set

f(t) =1 —t)gp(z) + td(yr) +
By (4.5) with ¢ = = and z; = y,, we obtain

F) = (r,zy;) < (1, 239(1)) < f(t)
for any ¢ € (0,1). This implies f/(1) <0, thereby

o)~ 900 +

One can rearrange this inequality to see
1+ APt dP(z,y,)
q -l

APl — tpfl)}dp(ac,yT), t €0,1].

1
Tp—1

+ 2) dP(z,y,) <0.

dP(z,yr)
pre=t

< ¢(x) - ¢(y7) -
This is the second inequality in (4.14). The last inequality follows from (4.9) and the Young inequality as

¢(z) —T<I>T(a:) _ {qﬁ(z)(x—j()yf) N ;dp_l(x’yT)}d(m;yT) —a+ AT]{,_l)ongi,pgﬁ)

< Jo6)(x) 1227 (14 xer)

@(ey) _ |06l(x)
pt? T q(1 +)\7—p71)q/p'

J-[z] = 0, then we replace y, with y # x and take the supremum in y.
( i) meg to (4.14), we obtain

$2) = o) _ #o) = B,(0) | Flongr) (1 - szl + ;)IaqﬁIQ(yT) = (1 + Mj;l

T T pTP

)iaeon)
This together with (4.11) implies the first assertion as
) ) AT
{d)(w) - 1§f¢} - {(ﬁ(yT) - 1§f¢} > r(l +
The second assertion follows from (3.10) and (4.14) as
q _ _ q
0619) _ i G = Brla) | 6() — i) _ [060()

q 70 T >0 T o q

p—1

)qxq/”{qﬁ(y» —info}.

O

Lemma 4.16. Suppose that Assumption 4.3 holds for some (p,\) satisfying one of the following: (1)
€(1,2) and A >0; (2) p=2and A € R; (3) p € (2,00) and A = 0. Given a sequence of time steps
T = (Th)k>1 with A|T|P~L > =1, we set

log(L+ AIT|P") _ . log(1+Ar{™")

Ag = _
1 —1
HE SR

<A

Then e)“f(té)pil\ﬁqﬂ(Eé) is non-increasing in k for any (EX)y>o solving (3.1).
Proof. We consider only the case (1) (the other cases can be seen similarly). Owing to p — 1 € (0,1),
_ _ _ —1\p— —1
) e (o A L (o L S
Combining this with (4.14), Az > 0 and M <14 /\T,f_l we obtain
(Pt A |0¢l(Z5 1)
1+ Ar?
as desired. 0

7 |9g|(EE) < < el 9| (2

The above lemma furnishes the following results including a decay estimate of |0¢| (a kind of regularizing
effect).
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Theorem 4.17. Suppose that ¢ is T-lower semicontinuous, and that Assumptions 3.16, 4.3 hold for
some (p, \) satisfying one of the following: (1) p € (1,2) and A > 0; (2) p=2 and A € R; (3) p € (2,00)
and X = 0. Then, for every o € D(¢), each element & € GMM,,(¢; xg) is locally Lipschitz in (0,00) and
satisfies the following.

(i) For anyt > 0, the right forward metric derivative

Dy e AEE(), €(s))
€RI(T) == Slggr et

exists, £(t) € D(|0¢]), and
(hiﬁb(f(t)) = 1091 (&(1)) = —[€RI"(t) = —19](£(1)) I€RI(t)

holds, where ﬁ denotes the right derivative.

(i) ¢(£(t)) is convez in t > 0 if X > 0, and eM ' |9¢|(£(t)) is non-increasing and right continuous in
t > 0. Moreover, we have

1001 (£(0)) < = {o(a0) = Pilan)}, (4.15)

HOBI (6()) < (1+pA+Cp, A, 0)e™ ™ { (o) — inf o}, (4.16)

where )\_j’_ = max{)\’ 0} and
t
C(p7)\7t) ::/ SP*ZGQ)\SP_Iefqsgn()\)‘)\|4/ps ds.
0

In particular, C(p,0,t) =t*~1/(p — 1) and C(2,\,t) = t.
Proof. Take (Tq)a>1 associated with £ € GMM,,(¢; xo) as in Definition 3.28. First, we shall construct a
right continuous function Gg on (0, 00) such that
Gr(t) > M '10¢|(¢(t)) for any t >0, Gr(t) = e 98| (£(t)) for L -ae. t € (0,00)
(i.e., Gg is the right continuous representative of e’ "|9¢|(£(t))). Define a function G, on [0, 00) by

— k —_ —
Ga(0) = |00|(E2.), Go(t) := e ll5)" 9| (2E ) for t € (81 ¢k ],

where Az, is as in Lemma 4.16. Owing to Lemma 4.16, G, is a non-increasing function provided
A|TalP~t > —1. By [1, Lemma 3.3.3], passing to a subsequence if necessary, we can assume that
limg—y00 Ga(t) exists for all ¢ > 0 and the limit function G is non-increasing. Hence, G has at most
countably many discontinuous points. Since Az, — A, we deduce from Corollary 4.9, Theorem 3.30(iii)

and Remark 3.26 that G(¢) = M |07 ¢|(€(t)) = M 06| (£(t)) for L -ace. t € (0,00). Now, define
Ggr(t) = lim+ G(s) fort>0.
s—t

p—1

Then Gr(t) < G(t) for all t > 0, since G is non-increasing. Moreover, the almost everywhere continuity of G
implies that Gp is right continuous and Gr(t) = G(t) for £'-a.e. t € (0,00), and the lower semicontinuity
of |0¢| yields that Gr(t) > e ' |0¢|(£(t)) for all t > 0. We also set Sg(t) := e~ Gg(t), which is the
right continuous representative of |9¢|(£(t)).

(i) We deduce from Theorem 3.30 and Proposition 2.24 that |&/ [P(t) = [0¢]7(£(t)) = —(¢ 0 §)'(t) for
Llae. t € (0,00) and the energy identity (3.22) holds. Thus, for any ¢ > 0, we have

é
lim sup 2O EEED) o % /t " 0619/ (6(5)) ds < SYP(). (4.17)

50+ 0 50+
Given T' > 0, put p := min{\,0} = —A_ and 7 := infyco 77 #(£(t)), and consider the function h(t) :=
" {H(E(1)) —n}. We claim that h is convex in [0, T]. Since h is continuous, it suffices to show that h’
is #1-a.e. equal to a non-decreasing function. Note that, for Z!-a.e. t € (0, 00),

W (t) = —e™ 7 |0¢] (£(t)) + put2h(t) < 0 (4.18)
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since h(t) > 0 and p < 0. Thus, h is non-increasing. Now, if A < 0, then we find = A and p = 0 unless
p = 2, and hence the latter term of A/(t) in (4.18) is non-decreasing. As for the former term, recall that
G(t) = M 99| (£(t)) for Lt-ae. t € (0,00) and that G is non-increasing. Therefore, we find that A is
convex. In the case of A > 0, Lemma 4.5(i) yields that Assumption 4.3 holds also for (p, 0). Thus we can
apply the above argument, for © =0 in both cases.

The convexity implies that h is right differentiable and the right derivative %h is non-decreasing.
Thus, ¢ o £ is also right differentiable and

¢(§( )) < lim 7?5(6( ))-

dt_|_ s—tt dt+

By choosing a sequence (s;);>1 with s; — tT and (¢ 0 £)'(si) = —|06|1(E(si)) = —Sh(si), we find

P ¢(§( )) < lim (¢ o0 &) (s;) = —Sh(t) for any ¢ >0 (4.19)
-+ 1—00

(this also implies that Sg(t) < oo for all ¢ > 0). A direct calculation yields

{[ (£() — (&(s))]+ d(¢ (),5(5))}
)

qb({( )) > —liminf

at; T T30 )
) — SEe | dE(D.E()
2 Sl sup T e e i T

A0, €(6) (20)

S —

> —10 t)) lim inf
> —|0¢](¢(¢)) lim in
Combining this with (4.17) and (4.19) furnishes

Sr(t) limsup (), £(s) < SE(t) < 10¢|(£(t)) lim inf d(€),£(5)) < Sg(t)liminf M

st s—t s—tt s—t - s—tt s—t
Hence, |£}|(t) exists and

€RI(6) = SE7(1) = 061" (£(1)) < oo
for all t > 0, and especially £(t) € D(|0¢|). Moreover, since equality holds in (4.20), we find

7¢>( (1)) = —109|(£(1)€RI(t) = —[98]7(£(2)) = —[ERI"(2).

Hence, (i) follows. Note also that Sp(t) = |9¢|(£(t)) and Gr(t) = M ™' 06|(£(t)) hold for all ¢ > 0.
(ii) First of all, if A > 0, then the convexity of ¢(£(t)) follows from that of h. Moreover, since G is
non-increasing, so is Gr(t) = eM’ ' |9¢|(£(t)). To see (4.15), assuming A < 0, we have

t a1 1 AsP—1
T ICOEE /0 P |9[1(£(s)) ds < / 0611(¢

Combining this with the energy identity (3.22), Holder inequality and £(0) = xo, we obtain

tqt”*1 q z0) — _lt/pss
L g1 (e(0) < (a0) — 6(el0) — 1 / €L 1P(s)d

d?(£(0), (1))

< ola) — o(e() - =2 0

< ¢(xo) — Pi(xo).

This shows (4.15). We can reduce the A > 0 case to the above argument with A = 0 by Lemma 4.5(i).
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Finally, we prove (4.16). Since there is nothing to prove if inf x ¢ = —o0, we assume 7 := infx ¢ > —o0.
As eM"0¢|(€(t)) is non-increasing, it follows from (4.13) that

P (¢() —n} — {(0) — 0}
_ /0 —e™" 6|7 (&(s)) ds + pA / P72 9(E(s)) — ) ds

¢
0
¢
< —teq)‘tpil\awq(f(t)) +p)\+/0 sp_Qeq’\Spﬂe_qsgn()‘)‘)‘w/ps{(b(xo) —n}ds.

Therefore, we have

(e [96]7 (6(1)) < (14 pPALC(p, A D) {d(a0) — 1}
as desired. One can see C(p,0,t) = tP~1/(p — 1) and C(2,\,t) = t by a direct calculation. O

Note that, if infx ¢ > —oo, then the convexity of e~ {$(£(t)) — infx ¢} for A < 0 can also be
seen in the same way as above.

Remark 4.18. Continuing the discussion in Remark 4.12, suppose that t(1—t?~1) is replaced with (1 —t)
in (4.1). Then, we have
_ p__ 10¢|"(x)
14+ AP~ Ho0d )< E—T
( + T )| d)| (y )— q(1+)\7—p_1)q/p
instead of (4.14), provided that (4.9) holds. Thus, we can follow the lines of Lemma 4.16 and Theorem 4.17
only when p <2 (i.e., p/q < 1).

We conclude this subsection by presenting a regularity result for gradient curves in the Finsler case.

Corollary 4.19. Let (M, F) be a forward complete Finsler manifold and ¢ : M — R be a lower semi-
continuous, A-geodesically convex function.

(i) For any xo € D(¢), there exists a curve § : [0,00) — M of mazimal slope for ¢ with respect to |0¢|
with £(0) = 0.
(ii) If A > 0, then ¢ has a unique minimizer & € M, and |0¢|(£(t)) decreases to 0 and {(t) — T as
t — oo.
(iii) If A > 0 and ¢ € CY(M) for some | > 1, then € is C' in (0,T) with T := inf{t > 0|£(t) = infx ¢}.
Moreover, if A >0 and T < oo, then we have {(t) = T for allt > T.

Proof. (i) Thanks to Example 4.4(a), Assumption 4.3 holds for (2, A). Since (M, dp) is forward boundedly
compact by the Hopf-Rinow theorem, we find that Assumption 3.8(a), (c¢) hold. Then, the existence of a
(2-)curve ¢ of maximal slope follows from Proposition 4.10.

(ii) Note that (4.6) and Assumption 3.16 also hold due to Remarks 3.17, 4.7. Then, in view of
Lemma 4.6(ii), ¢ has a unique minimizer & € M. Moreover, on the one hand, Theorem 4.14 yields

B (2, 6(0)) < S {9lwo) — 6(2)}

for any ¢ > 0, thereby £(t) — & as t — oo. On the other hand, it follows from Theorem 4.17(ii) that

y 0
|06|(£(t)) is decreasing. Thus (4.16) yields

0 < lim 10¢]%(£(t)) < Jim 1+fme‘m{cé(:zro) —¢(z)} = 0.

(iii) When ¢ € C'(M), we find from Corollary 3.33 that & is C! and satisfies &'(t) = V(—¢)(£(1)).
Now, when ¢(x) > infx ¢, we deduce F(V(—¢)(x)) = |0¢|(z) > 0 from the A-convexity along a minimal
geodesic from x to some y with ¢(y) < @(z). This implies that V(—¢) is a C'~!-vector field around &(t)
for any ¢ € (0,T) (recall Remark 3.34), and hence ¢ is C! in (0,7T) by &' (t) = V(—)(£(2)). In the case of
A>0and T < oo, we see that £(t) = z for all £ > T since ¢ o £ is non-increasing. O
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We remark that the convergences in (ii) are exponentially fast. Note also that the argument in (iii)
shows that ¢ is of lower 2-growth for general A € R (or of lower p-growth if ¢ is (p, A)-geodesically convex).
Indeed, given = € D(|0¢|) and any y € M, the A-convexity along a minimal geodesic « : [0, 1] — M from
x to y yields

. o(v(t) — o=
¢(y) > ¢(x) + lim 2r(t)) = ¢(z)

A A
0 t + §d2($’y) > ¢(x) — |0¢|(z)d(z,y) + §d2($7y)

> ola) — 31062() + 2 ().
4.4. Heat flow on compact Finsler manifolds. This subsection is devoted to a study of heat flow
on compact Finsler manifolds. It is well known that heat flow can be regarded as gradient flow in the
Wasserstein space; we refer to [7,24,32,44] for more details. In what follows, let (M, F, m) be a compact
Finsler manifold endowed with a smooth positive measure m. Along [7], we shall present a slightly more
general framework than [32].

4.4.1. Finsler structure of the Wasserstein space. Denote by P(M) the collection of Borel probability
measures on M. For g, u1 € P(M), the L?-Wasserstein distance is defined by

1/2
duy (tt0, 1) = in ( | dy>> ,
m MxM

where m € P(M x M) runs over all couplings of (ug, u1). The fundamental theory of optimal transport
yields that the L?-Wasserstein space (P(M), dy) is a compact (M )-metric space and any pg, u1 € P(M)
admit a minimal geodesic (411)¢epo,1) from pg to p1 (cf. [15, Corollary 4.17]).

Let Pac(M;m) C P(M) be the set of measures absolutely continuous with respect to m. Then we have
the following standard fact (cf. [25, Theorem 4.10]).

Proposition 4.20. For any pg € Pac(M;m) and py € P(M), there exists a pp-a.e. unique vector field
Wit on M such that
(1) = (Idas, exp Whig )so s a unique optimal coupling of (o, p11);
(i) pe = [exp(t Wi )]sp0, t € [0,1], is a unique minimal geodesic from g to pi1;
(1) dfy (po, 1) = [y F2(Whap) dpso
(iv) there exists a (d%./2)-convex function ¢ : M — R such that Wit = Ve,
where fyy denotes the push-forward measure of pu by f.

The vector field ¥},) will be referred to as the optimal transport vector field. Observe that Wi = tW};
holds for all ¢ € [0,1]. By [26], the function ¢ in (iv) is Lipschitz and twice differentiable m-a.e.

Now we recall the Finsler structure of P(M) introduced in [32] (see [7,44] for the Riemannian case).
For p € P(M), let L?(u; TM) denote the space of measurable vector fields w with the asymmetric norm

Il = ([ P an) "

We similarly define L?(u; T*M) as the space of measurable 1-forms ¢ with

1/2
Il = ( /M F*(Cfdy) .

(€ W)y 1= /Mc<w> du

forw € L?(u; TM) and ¢ € L?(pu; T*M), and the Legendre transformation £,, : L*(u; TM) — L*(u; T*M)
by applying the pointwise Legendre transformation induced by F' (recall Subsection 2.3). The tangent
and cotangent spaces of P(M) at p are defined by

We also define

1,P() = (Voo € OXQDO} . TiP() = {do] € C=00) 7,

respectively. We summarize some properties of these spaces (see Appendix C for the proof).
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Proposition 4.21. Given u € P(M), we have the following.
(i) The Legendre transformation £, : L*(u; TM) — L?(u; T*M) is a homeomorphism. In particular,
its restriction £, : T,P(M) — T;P(M) is also a homeomorphism.
(i) For any ¢ € L*(u; T*M), we have <y, = SupwELQ(,uTM)\{O}<C7W>M/”WHM and w = ,8;1(() is a
unique element in L?(u; TM) satisfying ||W||H (1<l )2 =((, W),

(iii) For every bounded linear functional Q@ on L?(u; TM), there exists a unique 1-form ¢ € L*(u; T*M)
such that Q(w) = (¢, w),, for all w € L*(u; TM).
(iv) We have T;P(M) = {C € L2(u; T*M) | (¢, w), =0 for all w € Ker(div)(u)}, where

Ker(div)(u) := {w € L*(; TM) | (dp, W), = 0 for all o € C®(M)}.
(v) If v,w € T,/P(M) satzsfy v—w € Ker(div)(u), then we have v =w.
The next theorem is seen in the same manner as [32, Lemma 7.2, Theorem 7.3] or [7, Proposition 2.5].
(In fact, (4.21) does not depend on the metric and can be reduced to any bi-Lipschitz equivalent Rie-
mannian metric.)

Theorem 4.22. Let I C R be an open interval and p = (ut)ier be a continuous curve in P(M).

(i) If u € FACE (I; P(M)), then there exists a Borel vector field v : I x M — T M with ||v¢||,, € L2 (1)
(vi(z) :=v(t,x) € T, M) such that
(a) vi € T, P(M) for Lt-a.e. t € I,
(b) the continuity equation Oy + div(vy-py) = 0 holds in the sense of distributions, i.e.,

/I/M{atgo(t, z) + (de(t,x), ve(z)) } pe(da)dt =0 for all ¢ € C°(I x M), (4.21)

where C§°(1 x M) denotes the set of C*™-functions on I x M of compact support.
Moreover, such a vector field v, is unique and satisfies ||V, = |1/ |(t) for L1 -ace. t € 1.
(ii) If pu satisfies (4.21) above for some Borel vector field (vi)ier with || Vil € LE (1), then u is locally
forward absolutely continuous with |p!,|(t) < ||Vl -

The vector field v = (v¢)ier in (i) above is called the tangent vector field of the curve p.

Lemma 4.23. (i) For any py € Pac(M;m) and py € P(M), we have W};5 € T),,P(M).
(ii) For any (ui)ier € FACE (I; Pac(M;m)) and its tangent vector field (vi)ier, we have, for £ -a.e.
tel,

1
E\I/th — vy weakly in L*(ug; TM) as h — 0. (4.22)

Proof. Thanks to Proposition 4.20(iv), one can show (i) via an approximation by smooth functions.
(ii) follows from a similar argument to the proof of [7, Lemma 2.7] along with Proposition 4.21(v),
Theorem 4.22 and (i) above. 0

4.4.2. Subdifferentials and gradient flows. Let ¢ : P(M) —(—00, 00] be a Ti-lower semicontinuous func-
tion on the Wasserstein space (P(M), dy ) with ©(¢) C Pac(M;m).

Definition 4.24 (Subdifferentials). For u € D(¢), a 1-form ¢ € L?(u; T*M) is said to belong to the
subdifferential 0p(p) if

o(v) —o(n) > (¢, U+ o(dW(,u, V)) for all v e P(M).
We call ( € 0¢(p) a strong subdifferential if it satisfies
¢((expw)zn) — d(n) = (¢, W)y + ol|lwlly)  for all w e L?(uw; TM).

Proposition 4.25. Given p € ©(¢), we have the following.

(i) If 0¢(p) # 0, then |0|(n) < infecop(p |=ClI}-
(ii) If ¢ € 0¢(p) NT;P(M), then ¢ is a strong subdifferential.
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(iii) If ¢ is A\-geodesically convex, then ¢ € L?(u; T*M) belongs to O¢(u) if and only if

Y A
o) = &(p) = (G W) + Sdiy(pv)  for all v € P(M). (4.23)
Proof. Definitions 2.19 and 4.24 directly yield (i) directly. (ii) and (iii) follow from the same arguments
as in [7, Lemmas 3.2, 3.5], respectively. O

Proposition 4.26. Let I C R be an open interval and (uu)icr € FACE(I;D(¢)) with the tangent vector
field (vi)ier. If ¢ is A-geodesically convex and [;|0¢|(ue) |y |(t) dt < oo, then t — () is absolutely
continuous in I and we have, for L -a.e. t € I,

d
&Qﬁ(ﬂt) — <C7Vt>ut for all ¢ € Op(puy).

Proof. The absolute continuity of ¢(u;) follows from Example 4.4(a), Corollary 4.9 and Remark 2.16. It
follows from the assumption and Lemma 4.23(ii) that, for Z'-a.e. t € I, |0¢|(is) < 00, 5 — ¢(us) is
differentiable at ¢, and (4.22) holds. Then, for any ¢ € 0¢(u:), we deduce from (4.23) that

A
O(pgn) — d(pe) > (¢ 0" ), + §d12/V(Mt,/~Lt+h)

1 A
= h<C7 E\I]Z?rh — V¢ > + h‘<C7 Vt>}tt + §d‘2/V(:u’t7 Mt+h)

e
= h{¢, Vi), + o(h)
for h > 0. This implies

d
aqﬁ(ut) 2 (6 Vi)

Moreover, by considering the reverse curve [i; := u_; with the tangent vector field v; := —v_; for the
reverse Finsler structure F' (v) := F(—v), we also obtain

d
) = (G Ve

This completes the proof. O

Now, we introduce gradient flows in the Wasserstein space in the same spirit as [7, Definition 3.7]
(slightly weaker than [32, Definition 7.6]), which is compatible with the notion of (2-)curves of maximal
slope as we will see in Proposition 4.29 below.

Definition 4.27 (Gradient flows in the Wasserstein space). A curve (u)¢~0 € FACE .((0, 00); P(M)) with
the tangent vector field (v¢)¢~o is called a trajectory of the gradient flow for ¢ if

— £,,(ve) € 0¢(uy) for Ll-ace. t € (0,00). (4.24)
Remark 4.28. Owing to Theorem 4.22(i) and Proposition 4.25(i), we have

1 101061 (1) < [Vellue €0 (VoI = Vel € Lioe ((0,00)).

Thus, it follows from Proposition 4.26 (provided that ¢ is A-geodesically convex) that ¢t — ¢(p;) is locally
absolutely continuous in (0, 00) and

d
—&(;5(,&1/) = ||vt||it for #ae. te (0, 00),

which implies ¢(u¢) < oo for all £ > 0 and the energy identity

d(pr) — d(ps) = / Hthit dt forall 0 <7 <s.

Proposition 4.29. Let ¢ be a A-geodesically convex function such that, for every p € D(|0¢|), there is
¢ € 9¢(u) with || =C||7, = |06|(1). Then, (ut)t=o0 € FACZ _((0,00); P(M)) is a curve of mazimal slope for
¢ with respect to |0¢| if and only if it is a trajectory of the gradient flow for ¢.
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Proof. First, suppose that ()0 is a trajectory of the gradient flow for ¢. Since |0¢| is a weak upper
gradient for —¢ by Theorem 2.21(i), it follows from Definition 2.17 together with Remark 4.28 that

d
—[lvells, = 330 (e) = =061 (k)11 (1) = —[lvell,

for #'-a.e. t € (0,00). This implies

d
S o) =~ b 2(0) — J106P (), 1081(m) = vl = i 1(1). (4:25)

Thus, (u¢)i>0 is a curve of maximal slope for ¢ with respect to |0¢.
Conversely, if (u¢)i>0 is a curve of maximal slope with the tangent vector field (v;);~o, then (4.25)
holds (see (2.12)) and we have

/|8q§\(ut),u’+|(t)dt:/ 1 2(6)dt < 00 forall 0<r < s < oo,

By hypothesis, there exists ¢; € 9¢(ut) with [[=(|l7,, = [0¢[(pt). Then Proposition 4.26 yields

/ d * /
1001 (pe)li () = = d(ke) = = (G, vehue < =Gl [1Vellu, = 1061 (o) 1y [(2),
which implies — £,,,(v¢) = § € 0¢(1) as desired. O

Remark 4.30. Although we need only the p = 2 case in the analysis of heat flow, one can generalize the
concepts and results in this subsection to the LP-Wasserstein distance with p > 1 by suitable modifications.
For instance, it follows from [14, Theorem 3.4] that Proposition 4.20 remains valid by replacing V¢ with
Fi172(V ) Vi, where ¢ is the conjugate exponent of p. The LP-Wasserstein distance can be used to
analyze the gradient flow structure of the g-heat flow as studied in the symmetric case by Kell [13]; one
could apply our method to generalize it to the asymmetric setting.

4.4.3. Gradient flow for the relative entropy. The relative entropy Hy : P(M) —(—00, 0] with respect
to m is defined by

Hu(p) := /Mplogpdm

if © = pm and [plog p]+ is integrable; otherwise we set Hy () := +o00. In particular, D (Hy) C Pac(M;m).
We recall some basic properties (see [25,32]).
Proposition 4.31. (i) Hn(u) > —logm(M) for any p € P(M);
(ii) Hp is Ti-lower semicontinuous;
(iii) There exists some K € R such that Hy is K -geodesically convex.

The Sobolev space WH1(M) is defined as the closure of C*°(M) with respect to the asymmetric norm
ullwra == [y, (|Jul+ F*(du)) dm. The proof of the following key proposition is postponed to Appendix C.

Proposition 4.32. For uy = pm € ©(Hy,), the following are equivalent:

(D) [0Hw|(p) < o0;
(I1) p € WYY (M) with dp = p for some ¢ € L?(u; T*M).
In this case, ( € OHw(pu) NT;P(M) and is a unique strong subdifferential with |0Hw|(p) = ||—C|[};-

The following existence result follows from Proposition 4.10 with the help of Propositions 4.29, 4.32.
Theorem 4.33. For any p € ©(Hy), there exists a trajectory (ut)e>o of the gradient flow for Hy with
fo = fi-

For u € WH(M), the distributional Laplacian Ayu is defined as

/ eApudm = —/ (de, Vuydm for all p € C*°(M).
M M

Note that the Laplacian Ay, is a nonlinear operator (unless F' comes from a Riemannian metric).
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Definition 4.34 (Weak solutions to the heat equation). We say that u € L{ ((0,00); WH(M)) is a weak
solution to the heat equation Oyuy = Amuy if

/ /{ut-8t<p<d<p,Vut)}dmdt:0 for all ¢ € C5°((0,00) x M).
0o Jm

Remark 4.35. The W!'l-regularity along with (4.27) below is the minimum regularity to which our
characterization result applies. In the Riemannian case, it is well known that such a weak solution has
a smooth version (e.g., by using the heat kernel). In the Finsler setting, however, there is no heat kernel
due to the nonlinearity and it seems unclear (to the authors) if a solution to the heat equation given in
Theorem 4.36(11) automatically enjoys a higher regularity (e.g., C** as in [9,32]).

Theorem 4.36. Let (ut)i>0 be a continuous curve in (P(M),dw). Then the following are equivalent:

(I) (tt)e>0 is a trajectory of the gradient flow for Hy;
(IT) py is given by py = prm € Pac(M;m) fort > 0 and (—p)i>o is a weak solution to the heat equation

O(=pt) = Am(—pr) (4.26)
satisfying

t1 F2 _
Hy(prm) < oo for allt >0, / / M dmdt < co for all 0 <ty < t1. (4.27)
to t

Proof. (I)= (II) Let (v¢)i>0 be the tangent vector field of (u:)i~0. Recall from Remark 4.28 that
Hy(pt) < oo holds for all ¢ > 0, and hence, we have u; = ppm € D(Hy). Moreover, we deduce
from Proposition 4.21(i) and (4.24) that — £,,,(v¢) € 0Hwn(us) Ny, P(M) for £'-a.e. t € (0,00). Then it
follows from Proposition 4.25 that — £,,(v;) is a strong subdifferential and

|0Hum| (1) < || €40 (Vi) = [Vill e < 00

Hence, Proposition 4.32 yields that p, € WHH(M) and — £, (v¢) = dpi/p for Lt-ace. t € (0,00). Note
that v, = 2* (—=dpt/pt) = V(—p¢)/pr and then the continuity equation (4.21) is exactly the heat equation
(4.26). Moreover thanks to ||vt||,“ € L2 _((0,00)), for any 0 < to < t1, we have

F2 t1 t1
/ / FVER) g dt—/ /F2 ve) dpy dt = / Va2, dt < oo,
to

(IT) = (I) Note again that the heat equation (4.26) is equivalent to the continuity equation (4.21) for p;
with v, := V(—p;)/ps. Then the assumption (4.27) implies v; € L?(u; TM) for £1-ae. t € (0,00). Now
it follows from Proposition 4.22(ii) that (u)i~0 € FACZ ((0,00); P(M)). Moreover, the Holder inequality
furnishes

[t yy1.1 / F(V(=pt))
— < ||—- :1 7d <1 o0
Ap(M) < Il =1+ M Pt pe S 1 [Vl < oo

thereby p, € WH1(M). We deduce from Proposition 4.32 that ¢; := — £,,(v¢) = dpi/p: belongs to
OHw(pe) NT;,P(M) and is a unique strong subdifferential at ;. Thus v € T, P(M), and (v¢)i>0 is the
tangent vector field of (y)¢o (recall Proposition 4.22(i)). Since — £,,(v¢) = ( € OHw(ut) for £1-ace.
t € (0,00), we conclude that (ut)¢>0 is a trajectory of the gradient flow for Hy,. O

We remark that, due to the irreversibility of F', (p;)¢~0 in Theorem 4.36 is not necessarily a weak
solution to the heat equation. Instead, it is a weak solutlon to the heat equation with respect to the

reverse Finsler structure ?( ) := F(—v). We denote by Am the Laplacian for (M, %,m).

Corollary 4.37. (i) For any u € L*(M) with sup,; u < oo, there exists a weak solution (ut)i>o to the
heat equation Oyu; = Anus with uy = u.
(ii) For any u € L*(M) with infy;u > —oo, there exists a weak solution (ut)i>o to the heat equation

F
Oy = Anuy with respect to ? with uwg = u.



GRADIENT FLOWS IN ASYMMETRIC METRIC SPACES AND APPLICATIONS 41

Proof. (i) Suppose that u is not constant and set p := (—u + supu)/||u —supwu||1. Then p = pm €
Pac(M;m) and, moreover, u € D(Hy) (see, e.g., the proof of [27, Lemma 16.2]). Hence, there exists
a trajectory py = p;m of the gradient flow for Hy with po = p by Theorem 4.33, and (—p¢)i>o is
a weak solution to the heat equation by Theorem 4.36. This completes the proof by letting u; :=
supu — [lu —sup ul| 1 - py.

(ii) Thanks to Anf = —An(—f), this is shown in the same way as (i). O

Remark 4.38. In [32, §3], we constructed a weak solution to the heat equation starting from u € H*(M)
as a trajectory of the gradient flow for the energy in the Hilbert space L?(M). Then, by the L2-contraction
property, we can extend it to a contraction semigroup acting on L?(M). In contrast, Corollary 4.37
provides a direct construction for (bounded) u € L?(M). Because of the lack of a higher regularity
(Remark 4.35) and the Wasserstein contraction (see [33] and Subsection 4.5 below), it seems unclear if
these flows starting from u € L?(M) \ H'(M) coincide.

4.5. Further problems and related works. In “Riemannian-like” spaces, one can proceed to the
contraction property asserting that two gradient curves emanating from different points are getting closer
with an exponential rate depending on the convexity of ¢:

d(él (t)v 52 (t)) < ei)\td(gl (0)7 €2(0))

(see, e.g., [1, Theorem 4.0.4(iv)]). This property is, however, known to fail in Finsler-like spaces (see [33]).
It is an intriguing open problem if one can obtain any weaker contraction estimate for convex functions
on Finsler manifolds or normed spaces. An important apparatus to study the contraction property is the
evolution variational inequality (see [1,23]), which also forces the space to be Riemannian.

The contraction property plays a vital role in the study of heat flow. In view of Section 4.4 and [32],
heat flow can be regarded as the gradient flow of the relative entropy in the L?-Wasserstein space, and
the convexity of the relative entropy is equivalent to the associated lower Ricci curvature bound (see
[25,35,44]). Moreover, the contraction property of heat flow is equivalent to the corresponding gradient
estimate (see [16]). Though we know some gradient estimates in the Finsler setting (see [27,28,34]), the
lack of the Riemannian-like structure prevents us to obtain a contraction property of heat flow (precisely,
the nonlinearity of the Finsler Laplacian causes an essential difference). Therefore, generalizing the
contraction property to the Finsler setting will make a breakthrough also in the study of heat flow on
Finsler manifolds.

We refer to [29] for a recent work on discrete-time gradient flows in Gromov hyperbolic spaces; note
that some non-Riemannian Finsler manifolds can be Gromov hyperbolic. Let us also mention another
related work [17] concerning self-contracted curves, which is available for some Finsler manifolds.

APPENDIX A. AN AUXILIARY LEMMA
Lemma A.1. Given p € [1,00) and any € > 0, we have
(14+¢)a? + &(p,e)b? > (a+b)?  for all a,b >0,

where
1+e

6(1,6) =1, Q:(p7 6) = ((1 + 6)1/(}771) — 1)10*1

for p> 1.

In particular, lime_,o €(p,€) =1 for all p > 1.

Proof. We assume p > 1 and a,b > 0 without loss of generality. Moreover, by dividing both sides with
bP, it suffices to consider the case of b = 1. Put f(a) := (a + 1) — (1 + €)a? for a > 0. Since

(@) =pla+ 1" —p(1+ €)™
attains 0 only at @ = {(1 + ¢)/®=1) — 1171 we have
1+e€

< f(a) =
f(a) = f(a) ((1 + 6)1/(1)71) — 1)p71
for all @ > 0. This completes the proof. O
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APPENDIX B. COMPLEMENTARY RESULTS FOR GENERALIZED FUNK SPACES

Let (B, d) be a generalized Funk space as in Subsection 3.6.

Proposition B.1. For any x € B, we have the following.
(i) F(x,-) is convex on T,B = 5, and F(x,v) < d(x,z +v) for any v € H with x +v € B.
(i) F*(z,-) is conver on TiB = #* and weakly*-lower semicontinuous, i.e., if ¢ — ¢ (weakly*
convergent), then we have F*(x,() < liminf; o F*(z,().
(iii) The set Jp(x,v) is at most a singleton for every v € T,B = .

Proof. (i) This is reduced to the finite-dimensional case. The inequality F(z,v) < d(z,x + v) can be seen
from d(z,z+ev) < d(z+tv,z+ (t+¢e)v) for 0 <t < t+e < 1 (by the interpretation of d as in [40, (1.1)]).

(ii) This is a direct consequence of the definition of F™*.

(iii) Assume v # 0 without loss of generality. Given any (i,(2 € Jp(z,v), set v := v/F(x,v) and
G = G/F*(x,¢), i = 1,2. Tt suffices to show (; = (3. Since f := F(x,-) is differentiable at @, for any
e > 0, there exists 0 > 0 such that f(v+ w) + f(v —w) < 2f(v) + ¢||lw| = 2 + ¢||w]| for any w € H# with
|lw|| < 6 (see, e.g., [8, Lemma 8.3]). Combining this with F*(z,(;) = (;,v) = 1, we find

(Cryw) = (Go,w) = (C1, 0+ w) + (G2, 0 — w) — (C1,0) — (G2, 0) < f(04w) + f(0—w) —2 < e|w]|
for any w with ||w|| < §. This implies (; = (a. O

Proposition B.2. Let ¢ : B —(—00, 00| be a proper lower semicontinuous function.

(i) We have |0¢|(x) < F*(=0°¢(x)) for all x € B. In particular, x — F*(—0°¢(x)) is a weak upper
gradient for —o.
(ii) If ¢ is convex, then |0| is a strong upper gradient and we have

09| (z) = ly(x) = F*(—0°¢(z)) for all x € B. (B.1)
(iii) If ¢ is convex, then the graph of ¢ in B x H* is strongly-weakly* closed. Moreover, we have
G EId(x:), wi—wx, GoC = (€px), o(x;)— d(x). (B.2)
Proof. (i) Assume z € D(9¢) and |9¢|(x) > 0 without loss of generality. For any ¢ € d¢(x), we have

g ¢(x) — ¢z +v) _ . (=¢,v)
09| (x) = hrgl_%lp d(z,xz +v) = hffﬁlp F(z,v)

< F*<1', _C)

This shows the former assertion, and the latter one is a consequence of Theorem 2.21(i).

(ii) It follows from Theorem 2.21(ii) and Theorem 4.8 that [0¢| = [y is a strong upper gradient for
—¢. In view of (i), it remains to show the existence of ¢ € d¢(z) with F*(z, —() < l4(x) for z € D(¢)
satisfying [4(z) < co. Observe from Theorem 4.8 and Proposition B.1(i) that

—lp(x)F(z,v) < p(x+v) —¢(x) forallve # with x+v e B,

i.e., the convex set {(v,7) € & xR|r > ¢(z +v) — ¢(z), x + v € B} is disjoint from the open convex
set {(v,7) € A xR|r < —ly(x)F(z,v), x + v € B}. Therefore, we can apply a geometric version of the
Hahn—Banach theorem to obtain ¢ € #* and « € R such that

—ly(x)F(z,v) <((,v) +a < ¢(z+v) —¢(x) forallve s with z+v € B.

Taking v = 0 implies & = 0. Thus, the first inequality shows F*(z,—() < l4(x) while the second one
means ¢ € d¢(z). This completes the proof.
(iii) Owing to Proposition 3.35(ii), this claim can be proved in the same way as [1, Proposition 1.4.4]. O

APPENDIX C. COMPLEMENTARY RESULTS FOR THE WASSERSTEIN SPACE

Let (M, F,m) be a compact Finsler manifold with a smooth positive measure as in Subsection 4.4.
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Proof of Proposition 4.21. (i) and (ii) readily follow from the properties of the Legendre transformation.
(iii) Let g be an arbitrary Riemannian metric on M, which is bi-Lipschitz equivalent to F' by the
compactness of M. Then L?(u; TM) can be regarded as a Hilbert space equipped with the inner product

G(v,w):= /M g(v,w)dp.

Hence, for any bounded linear functional Q on L?(u; TM), the Riesz representation theorem yields unique
v € L?(u; TM) such that Q(w) = G(v,w). We conclude the proof by setting ¢ := g(v, ).

(iv) Let g and G be as above and TjJP(M) be the tangent space of P(M) at u induced from g.
Note that L?(u; T*M), L?(u;TM) and Ker(div)(p) are independent of the choice of a metric, and
TjIP(M) is identified with T;P(M) via the Legendre transformation of g. Then the claim follows from
L*(u; TM) = T{P(M) & Ker(div)(u) in [7, Lemma 2.4], where @ is the orthogonal direct sum with
respect to G.

(v) Owing to (iv), we have 0 = (£,(v),v —w), = ||[v[|Z — (£,(v), w),, and hence

VI = (€u(v), W) < ¥ llullwll,e

This yields ||v||, < |lw|,, and similarly ||v||, > [wl]|, holds. Therefore we find ||v||i = HWH%L =
(Lu(v),w),, and then v = w follows from (ii) above. O

Proof of Proposition 4.32. Note that the equivalence between (I) and (II) can be reduced to a Riemannian
metric g on M. Hence, it follows from [7, Proposition 4.3] that (I) and (II) are equivalent and dp = p¢
for some ¢ € T;P(M).

Next we prove that ¢ is a subdifferential at u € D(Hy). Given v € P(M), let ¥} be the unique
optimal transport vector field and set u; := exp(t\Il/’j)ﬁu. On the one hand, by the same argument as
in [32, Proposition 7.7], we have

. Hm(ﬂt) - Hm(:u’) v v * v
i 0 Z0l0 [ gy dam = [ (o d < I < o

On the other hand, Proposition 4.31(iii) furnishes
Hn(pt) — Hm (1)
t

K
< Hm(l/) _Hm(u)_g(l_t)d%[/(ﬂvy)a te (07 1]
Letting ¢t — 0T, we find
y K
Hm(y) - Hm(ﬂ) > <C7 \I’p,>u + Ed%/[/(,uv V)'

Then it follows from Proposition 4.25 that ¢ is a strong subdifferential and [0Hpw|(12) < [|—(|[}, < oo.

To see the reverse inequality, we consider an arbitrary smooth vector field w and a map T; : M — M
such that, for every x € M, t — Ti(x) is the geodesic with %L«;O[Tt(az)] = w(z). Thus, by the same
discussion as in [7, Lemma 4.2], we find that p; := (T})sp satisfies

fim Ame) = Hpt) _ —/ pdive(w) dm, (C.1)
M

t—0 t
where divy, denotes the divergence with respect to m (see also the calculation after the proof). This
implies that

gm:jwmmemﬂmmwwm

is extended to a linear bounded functional on L?(p; TM). Then Proposition 4.21(iii) provides a unique
I-form ¢ € L?(u; T*M) with Q(w) = (—(,w),, and | =ClI7, < [0Hw|(1). Since

| piva(wydm == [ G} dm

for all smooth vector fields w, we obtain p{( = dp = p(. Therefore, [=Cll}, < [0Hw|(p) and hence
|0Hw| (1) = || =C|I}, holds as desired.
Finally, owing to (C.1), the uniqueness of ¢ can be shown in a similar way to [7, Proposition 4.3]. O
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For completeness, we give a (standard) calculation of divy,(w) needed in the proof of (C.1):

1]

/Mpdivm( /w )dm = lim pip(Tt) —hm/ (1 — det[d(T;)]) dm

t—0

1
— 1 1——— )4 det[dT}] dm
tgr(l)t M’O< det[th]oT[> " /Mp dtt et

REFERENCES

L. Ambrosio, N. Gigli and G. Savaré, Gradient flows in metric spaces and in the spaces of probability measures (second

edition), Lectures in Mathematics, Birkhauser Verlag, Basel, 2008.

M. Bacdk, “Convex analysis and optimization in Hadamard spaces”, Walter de Gruyter & Co., Berlin, 2014.

D. Bao, S.-S. Chern and Z. Shen, “An introduction to Riemann—Finsler geometry”, GTM 200, Springer, New York,

2000.

D. Bao, C. Robles and Z. Shen, Zermelo navigation on Riemannian manifolds, J. Differential Geom. 66 (2004), 377-435.

A.-Y. Burthscher, Length structures on manifolds with continuous Riemannian metrics, New York J. Math. 21 (2015),

273-296.

I. V. Chenchiah, M. O. Rieger and J. Zimmer, Gradient flows in asymmetric metric spaces, Nonlinear Anal. 71 (2009),

5820-5834.

M. Erbar, The heat equation on manifolds as a gradient flow in the Wasserstein space, Ann. Inst. Henri Poincaré Probab.

Statist. 46 (2010), 1-23.

M. Fabian, P. Habala, P. Hajek, V. Montesinos Santalucia, J. Pelant and V. Zizler, “Functional analysis and infinite-

dimensional geometry”, CMS Books in Mathematics/Ouvrages de Mathématiques de la SMC, 8. Springer-Verlag, New

York, 2001.

Y. Ge and Z. Shen, Eigenvalues and eigenfunctions of metric measure manifolds, Proc. Lond. Math. Soc. (3) 82 (2001),

725-746.

N. Gigli and F. Nobili, A differential perspective on gradient flows on CAT(k)-spaces and applications, J. Geom. Anal.

31 (2021), 11780-11818.

J. Jost, Convex functionals and generalized harmonic maps into spaces of nonpositive curvature, Comment. Math. Helv.
0 (1995), 659-673.

J. Jost, “Nonpositive curvature: Geometric and analytic aspects”, Birkhduser Verlag, Basel, 1997.

M. Kell, g-Heat flow and the gradient flow of the Renyi entropy in the p-Wasserstein space, J. Funct. Anal. (8) 271

(2016), 2045-2089.

M. Kell, On interpolation and curvature via Wasserstein geodesics, Adv. Calc. Var. 10 (2017), 125-167.

A. Kristdly and W. Zhao, On the geometry of irreversible metric-measure spaces: Convergence, stability and analytic

aspects, J. Math. Pures Appl. (9) 158 (2022), 216-292.

K. Kuwada, Duality on gradient estimates and Wasserstein controls, J. Funct. Anal. 258 (2010), 3758-3774.

N. Lebedeva, S. Ohta and V. Zolotov, Self-contracted curves in spaces with weak lower curvature bound, Int. Math.

Res. Not. IMRN 2021 (2021), 8623-8656.

J. Lott and C. Villani, Optimal transport for metric-measure spaces via Ricci curvature, Ann. of Math. 169 (2009),

903-991.

M. Matsumoto, A slope of a mountain is a Finsler surface with respect to a time measure, J. Math. Kyoto Univ. 29

(1989), 17-25.

U. F. Mayer, Gradient flows on nonpositively curved metric spaces and harmonic maps, Comm. Anal. Geom. 6 (1998),

199-253.

A. C. G. Mennucci, On asymmetric distances, Anal. Geom. Metr. Spaces 1 (2013), 200-231.

A. C. G. Mennucci, Geodesics in asymmetric metric spaces, Anal. Geom. Metr. Spaces 2 (2014), 115-153.

M. Muratori and G. Savaré, Gradient flows and evolution variational inequalities in metric spaces. I: Structural properties,

J. Funct. Anal. 278 (2020), 108347, 67 pp.

S. Ohta, Gradient flows on Wasserstein spaces over compact Alexandrov spaces, Amer. J. Math. 131 (2009), 475-516.

S. Ohta, Finsler interpolation inequalities, Calc. Var. Partial Differential Equations 36 (2009), 211-249.

S. Ohta, Uniform convexity and smoothness, and their applications in Finsler geometry, Math. Ann. 343 (2009), 669—

699.

S. Ohta, “Comparison Finsler geometry”, Springer Monographs in Mathematics. Springer, Cham, 2021.

S. Ohta, A semigroup approach to Finsler geometry: Bakry—Ledoux’s isoperimetric inequality, Comm. Anal. Geom. (to

appear). Available at arXiv:1602.00390

S. Ohta, Discrete-time gradient flows in Gromov hyperbolic spaces, Israel J. Math. (to appear). Preprint (2023). Available

at arXiv:2205.03156

S. Ohta and M. Pélfia, Discrete-time gradient flows and law of large numbers in Alexandrov spaces, Calc. Var. Partial

Differential Equations 54 (2015), 1591-1610.



31]

GRADIENT FLOWS IN ASYMMETRIC METRIC SPACES AND APPLICATIONS 45

S. Ohta and M. Pélfia, Gradient flows and a Trotter—Kato formula of semi-convex functions on CAT(1)-spaces, Amer.
J. Math. 139 (2017), 937-965.

S. Ohta and K.-T. Sturm, Heat flow on Finsler manifolds, Comm. Pure Appl. Math. 62 (2009), 1386-1433.

S. Ohta and K.-T. Sturm, Non-contraction of heat flow on Minkowski spaces, Arch. Ration. Mech. Anal. 204 (2012),
917-944.

S. Ohta and K.-T. Sturm, Bochner—Weitzenbdick formula and Li—Yau estimates on Finsler manifolds, Adv. Math. 252
(2014), 429-448.

M.-K. v. Renesse and K.-T. Sturm, Transport inequalities, gradient estimates, entropy and Ricci curvature, Commun.
Pure Appl. Math. 58 (2005), 923-940.

R. Rossi, A. Mielke and G. Savaré, A metric approach to a class of doubly nonlinear evolution equations and applications,
Ann. Sc. Norm. Super. Pisa Cl. Sci. 7 (2008), 97-169.

R. Rossi, A. Segatti and U. Stefanelli, Global attractors for gradient flows in metric spaces, J. Math. Pures Appl. (9)
95 (2011), 205—244.

G. Savaré, Gradient flows and diffusion semigroups in metric spaces under lower curvature bounds, C. R. Math. Acad.
Sci. Paris 345 (2007), 151-154.

Y. Shen and W. Zhao, Gromov pre-compactness theorems for nonreversible Finsler manifolds, Differ. Geom. Appl. 28
(2010), 565-581.

Z. Shen, “Lectures on Finsler geometry”, World Sci., Singapore, 2001.

K.-T. Sturm, On the geometry of metric measure spaces. I, Acta Math. 196 (2006), 65-131.

K.-T. Sturm, On the geometry of metric measure spaces. II, Acta Math. 196 (2006), 133-177.

K.-T. Sturm, Gradient flows for semiconvex functions on metric measure spaces - existence, uniqueness, and Lipschitz
continuity, Proc. Amer. Math. Soc. 146 (2018), 3985-3994.

C. Villani, “Optimal transportation, old and new”, Grundlehren der mathematischen Wissenschaften 338, Springer,
2009.

DEPARTMENT OF MATHEMATICS, OSAKA UNIVERSITY, 560-0043 OsAKA, JAPAN, AND RIKEN CENTER FOR ADVANCED
INTELLIGENCE PROJECT (AIP), 1-4-1 NIHONBASHI, TOKYO 103-0027, JAPAN
Email address: s.ohta@math.sci.osaka-u.ac.jp

SCHOOL OF MATHEMATICS, EAST CHINA UNIVERSITY OF SCIENCE AND TECHNOLOGY, 200237 SHANGHAI, CHINA
Email address: szhao_wei@yahoo.com



