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Abstract

We extend the range of N to negative values in the (K,N)-convexity (in the sense
of Erbar–Kuwada–Sturm), the weighted Ricci curvature RicN and the curvature-
dimension condition CD(K,N). We generalize a number of results in the case
of N > 0 to this setting, including Bochner’s inequality, the Brunn–Minkowski
inequality and the equivalence between RicN ≥ K and CD(K,N). We also show an
expansion bound for gradient flows of Lipschitz (K,N)-convex functions.
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1 Introduction

The theories of the curvature-dimension condition and the weighted Ricci curvature are
making rapid progress in this decade. The curvature-dimension condition CD(K,N) of a
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metric measure space (X, d, m) is a kind of convexity condition of an entropy function on
the space of probability measures on X. Here K ∈ R and N ∈ [1,∞] are parameters, and
the simplest case of CD(K,∞) is defined by the K-convexity of the relative entropy with
respect to m. Sometimes CD(K,N) is regarded as the combination of the lower Ricci
curvature bound Ric ≥ K and the upper dimension bound dim ≤ N , and this is the case
(i.e., equivalent) for Riemannian manifolds equipped with volume measures. Generally,
for Riemannian (and Finsler) manifolds with weighted measures, CD(K,N) is equivalent
to the lower bound of the weighted Ricci curvature RicN ≥ K. By a weighted measure
we mean a measure m = e−ψ volg on a Riemannian manifold (M, g). Then it is natural to
modify the Ricci curvature by using the weight function ψ. This is how the weighted Ricci
curvature RicN shows up, where the parameter N depends on the property in question.

Recently, a deep progress was made by Erbar, Kuwada and Sturm [EKS]. They
introduced the (K,N)-convexity for K ∈ R and N ∈ (0,∞), reinforcing the K-convexity.
The (K,N)-convexity of the relative entropy is called the entropic curvature-dimension
condition CDe(K,N), which turns out equivalent to CD(K,N) on Riemannian manifolds
and has striking applications in the general metric measure setting including an expansion
bound of heat flow, the Bakry–Ledoux gradient estimate and Bochner’s inequality ([EKS,
Theorem 7]). This gives a finite-dimensional (i.e., N < ∞) counterpart of Ambrosio,
Gigli and Savaré’s influential work [AGS3], and there are already a number of fruitful
applications and related works (see [BGG], [GM], [HKX], [Ku]).

The aim of this article is to point out that it is possible and meaningful to extend the
range of N to negative values in these theories of (K,N)-convexity, RicN and CD(K,N).
The (K,N)-convexity (resp. CD(K,N)) with N < 0 is weaker than the K-convexity (resp.
CD(K,∞)), thus it covers a wider class of functions (resp. spaces). See Example 2.4 and
Corollaries 4.12, 4.13 for some examples. Admitting N < 0 in RicN and CD(K,N)
may sound strange if one sticks to the image that N represents an upper bound of the
dimension, however, its usefulness has already been recognized in the author’s work [OT1],
[OT2] with Takatsu (see also a related work [Ot] in the PDE theory). In [OT1] and [OT2],
the convexity of a certain generalization of the relative entropy (inspired by information
theory) is characterized by the combination of RicN ≥ 0 and the convexity of another
weight function, and N can be negative (depending on the choice of an entropy).

We briefly explain the contents of the following sections. In Section 2, we give the
definition of (K,N)-convex functions and study their properties, including the evolution
variational inequality along gradient curves in the Riemannian setting (Lemma 2.3). In
Section 3, we derive some regularizing estimates from the evolution variational inequality.
We also show an expansion bound for gradient flows of Lipschitz (K,N)-convex functions
on Riemannian manifolds (Theorem 3.8). In Section 4, we introduce RicN and generalize
Bochner’s inequality (Theorem 4.1) as well as the Lichnerowicz inequality (Corollary 4.2).
Then we define CD(K,N) and extend the equivalence between CD(K,N) and RicN ≥ K
to N < 0 (Theorem 4.10). Finally, we see that the analogue of CDe(K,N) implies several
functional inequalities.

Although the proofs are parallel to the case of N > 0 to a large extent, we give at
least sketches for completeness. Compared to the N > 0 case, there remain many open
questions for N < 0. Especially,

(a) an expansion bound for general (K,N)-convex functions (guaranteeing the uniqueness
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of EVIK,N -gradient curves; see Remark 3.10),

(b) gradient estimates related to RicN ≥ K (see Remark 4.6),

(c) a reasonable sufficient condition (or characterization) of CDe(K,N) for weighted Rie-
mannian manifolds (see Remark 4.16)

are important problems ((a) and (b) are closely related via the duality; see [EKS], [Ku]).
After completing this article, the author learned of Kolesnikov and Milman’s recent

work [KM] in which RicN for N ∈ (−∞, 0] is also considered (note that N = 0 is ad-
mitted). By using Bochner’s inequality same as (4.2) (or the Reilly formula when the
boundary is nonempty), they obtained various Poincaré-type inequalities on weighted
Riemannian manifolds (and their boundaries). See [KM], [MR] and the references therein
for further related works concerning the “N ≤ 0” case on the Euclidean spaces, such as
Borell’s convex (or 1/N -concave) measures (see [Bo], [BrLi], and the paragraph following
Theorem 4.8) and a connection with Barenblatt solutions to the porous medium equation
(see [Ot], [BoLe]).

Acknowledgements. I am grateful to Kazumasa Kuwada for valuable suggestions and dis-
cussions, especially on the expansion bound in Subsection 3.2. I thank Asuka Takatsu for
fruitful discussions, some of the results in Subsections 4.1, 4.2 originate from discussions
during the joint work [OT1], [OT2]. My gratitude also goes to Frank Morgan for drawing
my attention to [MR] and [KM], and to Emanuel Milman for his helpful comments on the
background of [MR] and [KM].

2 (K,N)-convex functions

We introduce (K,N)-convex functions and study their properties on Riemannian mani-
folds and then on metric spaces. We can follow the line of the N > 0 case in [EKS] (while
some inequalities are reversed), except for Lemma 2.7 in which we have to take care of
the ranges of N1 and N2.

2.1 (K,N)-convex functions on Riemannian manifolds

Our Riemannian manifold (M, g) will be always connected, complete, C∞ and without
boundary. Denote by dg its Riemannian distance. According to [EKS], for K ∈ R and
N > 0, we say that a function f ∈ C2(M) is (K,N)-convex if

Hess f(v, v) − 〈∇f, v〉2

N
≥ K|v|2 for all v ∈ TM. (2.1)

This reinforces the usual K-convexity Hess f(v, v) ≥ K|v|2. We adopt the same definition
(2.1) for N < 0 and shall see that a number of results in [EKS] can be extended, although
it is weaker than the K-convexity.

Let N < 0 throughout the article without otherwise being indicated. Given f : M −→
R, it is useful to consider the function

fN(x) := e−f(x)/N .
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By calculation, the (K,N)-convexity (2.1) is equivalent to

Hess fN(v, v) ≥ −K

N
fN(x)|v|2 for all v ∈ TxM, x ∈ M. (2.2)

To rewrite the (K,N)-convexity in integrated forms, we introduce the functions

sκ(θ) :=


1√
κ

sin(
√

κθ) if κ > 0,

θ if κ = 0,
1√
−κ

sinh(
√
−κθ) if κ < 0,

cκ(θ) :=


cos(

√
κθ) if κ > 0,

1 if κ = 0,
cosh(

√
−κθ) if κ < 0

for κ ∈ R and θ ≥ 0. These are solutions to u′′ + κu = 0 with the initial conditions
sκ(0) = c′κ(0) = 0 and s′κ(0) = cκ(0) = 1. We will use the relations

cκ(θ) = 1 − 2κsκ

(
θ

2

)2

, sκ(θ) = 2sκ

(
θ

2

)
cκ

(
θ

2

)
. (2.3)

We also define, for t ∈ [0, 1],

σ(t)
κ (θ) :=

sκ(tθ)

sκ(θ)
,

where θ > 0 if κ ≤ 0 and θ ∈ (0, π/
√

κ) if κ > 0. Set also σ
(t)
κ (0) := t.

Lemma 2.1 For f ∈ C2(M), the following are equivalent:

(i) f is (K,N)-convex.

(ii) Along every minimal geodesic γ : [0, 1] −→ M with d := dg(γ(0), γ(1)) < π
√

N/K
if K < 0, we have

fN

(
γ(t)

)
≤ σ

(1−t)
K/N (d)fN

(
γ(0)

)
+ σ

(t)
K/N(d)fN

(
γ(1)

)
(2.4)

for all t ∈ [0, 1].

(iii) Along any nonconstant minimal geodesic γ : [0, 1] −→ M with d := dg(γ(0), γ(1)) <

π
√

N/K if K < 0, we have

fN

(
γ(1)

)
≥ cK/N(d)fN

(
γ(0)

)
+

sK/N(d)

d
(fN ◦ γ)′(0). (2.5)

Proof. The proof is same as [EKS, Lemma 2.2].
(i) ⇒ (ii): Denote by h(t) the RHS of (2.4), and compare h′′(t) = −(K/N)h(t)d2 with

(2.2).
(ii) ⇒ (iii): This is immediate from s′K/N = cK/N .

(iii) ⇒ (i): For any v ∈ TxM , applying (2.5) to the geodesics γ± with γ̇+(0) = v and
γ̇−(0) = −v, we have

fN

(
γ+(ε)

)
+ fN

(
γ−(ε)

)
≥ 2cK/N(ε|v|)fN(x) = 2

{
1 − K

2N
ε2|v|2 + O(ε4)

}
fN(x)

for small ε > 0. This shows (2.2). 2
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Notice that (2.4) does not require the differentiability of f . This leads us to a metric
definition of the (K,N)-convexity in the next subsection (see Definition 2.5).

Remark 2.2 In the case of K < 0, due to the condition d < π
√

N/K coming naturally

from the domain of σ
(t)
K/N , (2.4) and (2.5) can control the behavior of f only in balls with

radii less than π
√

N/K.

An important advantage in discussing on a Riemannian manifold is the following
evolution variational inequality (2.6). We say that a C1-curve ξ : [0, T ) −→ M is a
gradient curve of f ∈ C1(M) if ξ̇(t) = −∇f(ξ(t)) for all t ∈ (0, T ).

Lemma 2.3 (Evolution variational inequality) Let f ∈ C1(M).

(i) If f is (K,N)-convex in the sense of (2.5), then every gradient curve ξ : [0, T ) −→ M
of f enjoys

d

dt

[
sK/N

(
dg(ξ(t), z)

2

)2 ]
+ KsK/N

(
dg(ξ(t), z)

2

)2

≤ N

2

{
1 − fN(z)

fN(ξ(t))

}
(2.6)

for all z ∈ M and almost all t ∈ (0, T ) with dg(ξ(t), z) < π
√

N/K if K < 0.

(ii) If (2.6) holds along a C1-curve ξ : [0, T ) −→ M , then ξ is a gradient curve of f .

(iii) If (2.6) holds for all gradient curves ξ of f , then f is (K,N)-convex.

Proof. The proof is similar to [EKS, Lemma 2.4].
(i) Take t ∈ (0, T ) at where h(t) := dg(ξ(t), z) is differentiable (as well as h(t) <

π
√

N/K if K < 0). Given a minimal geodesic γ : [0, 1] −→ M from ξ(t) to z, it follows

from the first variation formula that (h2/2)′(t) = −〈ξ̇(t), γ̇(0)〉. To be precise, the first
variation formula gives

(h2/2)′+(t) ≤ −〈ξ̇(t), γ̇(0)〉, (h2/2)′−(t) ≥ −〈ξ̇(t), γ̇(0)〉

((·)′+ and (·)′− denote the right and left differentiations) since ξ(t) may be a cut point
of z, and then the differentiability of h yields equality. Thus we have, by (2.5) and
ξ̇(t) = −∇f(ξ(t)),

fN(z) ≥ cK/N

(
h(t)

)
fN

(
ξ(t)

)
−

sK/N(h(t))

Nh(t)
fN

(
ξ(t)

) (
h2

2

)′

(t). (2.7)

This is equivalent to (2.6) by noticing (2.3).
(ii) If (2.7) holds at t ∈ (0, T ), then we obtain, given v ∈ Tξ(t)M and γ(s) := exp(sv),

fN

(
γ(ε)

)
− cK/N(ε|v|)fN

(
ξ(t)

)
≥

sK/N(ε|v|)
Nε|v|

fN

(
ξ(t)

)
〈ξ̇(t), εv〉

for small ε > 0. This shows 〈∇f(ξ(t)), v〉 ≥ −〈ξ̇(t), v〉 for all v. Therefore ξ̇(t) =
−∇f(ξ(t)) for almost all, and hence all t ∈ (0, T ).

(iii) The last assertion is shown by applying (2.7) (instead of (2.5)) in the proof of (iii)
⇒ (i) in Lemma 2.1. 2
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Example 2.4 The following functions on intervals are (K,N)-convex on their domains
(easily checked via (2.2)):

(a) For K > 0,

f(x) = −N log

[
cosh

(
x

√
−K

N

)]
, x ∈ R.

(b) For K > 0,

f(x) = −N log

[
sinh

(
x

√
−K

N

)]
, x ∈ (0,∞).

(c) For K = 0,
f(x) = −N log x, x ∈ (0,∞).

(d) For K < 0,

f(x) = −N log

[
cos

(
x

√
K

N

)]
, x ∈

(
− π

2

√
N

K
,
π

2

√
N

K

)
.

For each of these functions, we have indeed equality in (2.2) (and hence in (2.1)). There-
fore, for instance, f(x) = −N log x is not K-convex for any K ∈ R (near x = 0).

2.2 (K,N)-convex functions on metric spaces

Let (X, d) be a metric space. A curve γ : [0, 1] −→ X is called a minimal geodesic if
it is minimizing and of constant speed, namely d(γ(s), γ(t)) = |s − t|d(γ(0), γ(1)) for all
s, t ∈ [0, 1]. Given a function f : X −→ (−∞,∞], set fN(x) := e−f(x)/N ∈ (0,∞] as in the
previous subsection and D[f ] := {x ∈ X | f(x) < ∞}. The following definition is natural
according to Lemma 2.1.

Definition 2.5 ((K,N)-convexity) We say that f : X −→ (−∞,∞] is (K,N)-convex
for K ∈ R and N ∈ (−∞, 0) if any pair x0, x1 ∈ D[f ], with d := d(x0, x1) < π

√
N/K

when K < 0, admits a minimal geodesic γ : [0, 1] −→ X such that γ(0) = x0, γ(1) = x1

and
fN

(
γ(t)

)
≤ σ

(1−t)
K/N (d)fN(x0) + σ

(t)
K/N(d)fN(x1) (2.8)

for all t ∈ [0, 1]. If (2.8) holds along every minimal geodesic, then f is said to be strongly
(K,N)-convex.

Notice that γ(t) ∈ D[f ] and hence D[f ] is connected, and that (2.8) trivially holds if
x0 6∈ D[f ] or x1 6∈ D[f ]. We remark that the inequality (2.8) is reversed for N > 0. Let us
summarize basic properties of the (K,N)-convexity. Compare the following two lemmas
with [EKS, Lemmas 2.9, 2.10].

Lemma 2.6 Let f : X −→ (−∞,∞] be (K,N)-convex.

(i) For any c > 0, the function cf is (cK, cN)-convex.
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(ii) For any a ∈ R, the function f + a is (K,N)-convex.

Proof. These are immediate from the definition and (cf)cN = fN as well as (f + a)N =
e−a/NfN . 2

Lemma 2.7 (Sum) Let K1, K2 ∈ R, N2 > 0 and N1 < −N2. Assume that f1 : X −→
(−∞,∞] is (K1, N1)-convex and f2 : X −→ (−∞,∞] is strongly (K2, N2)-convex. Then
the sum f := f1 + f2 is (K1 + K2, N1 + N2)-convex.

Proof. Put K = K1 + K2 and N = N1 + N2. Let us first check that the range where the
(K,N)-convexity is effective does not exceed those of the (Ki, Ni)-convexities. There is
nothing to prove when K1 ≥ 0 and K2 ≤ 0.

(a) If K1 < 0 and K2 ≤ 0, then N/K ≤ N/K1 < N1/K1.
(b) If K1 ≥ 0 and K2 > 0, then the diameter of D[f2] is not greater than π

√
N2/K2

(see [EKS, Remark 2.3]). The strong (K2, N2)-convexity further shows that, if there is
a maximal pair x0, x1 ∈ X with d(x0, x1) = π

√
N2/K2, then x0 6∈ D[f2] or x1 6∈ D[f2].

Therefore it is enough to consider points x0, x1 with d(x0, x1) < π
√

N2/K2, and then the
(K2, N2)-convexity is available between them.

(c) There remains the case where K1 < 0 and K2 > 0. If N1/K1 ≥ N2/K2, then the
argument in (b) applies. Thus assume N1/K1 < N2/K2. Then we have

K = K1 + K2 <

(
1 +

N2

N1

)
K1 =

N

N1

K1 < 0

and hence N/K < N1/K1.
Now, by the hypothesis, any pair x0, x1 ∈ D[f ] = D[f1] ∩ D[f2] admits a minimal

geodesic γ : [0, 1] −→ X along which

(f1)N1

(
γ(t)

)
≤ σ

(1−t)
K1/N1

(d)(f1)N1(x0) + σ
(t)
K1/N1

(d)(f1)N1(x1),

(f2)N2

(
γ(t)

)
≥ σ

(1−t)
K2/N2

(d)(f2)N2(x0) + σ
(t)
K2/N2

(d)(f2)N2(x1),

where d := d(x0, x1). Thus we have

log
[
fN

(
γ(t)

)]
= −N1

N

f1(γ(t))

N1

− N2

N

f2(γ(t))

N2

≤ N1

N
Gt

(
−f1(x0)

N1

,−f1(x1)

N1

,
K1

N1

d2

)
+

N2

N
Gt

(
−f2(x0)

N2

,−f2(x1)

N2

,
K2

N2

d2

)
,

where

Gt(θ, η, κ) := log
[
σ(1−t)

κ (1)eθ + σ(t)
κ (1)eη

]
, θ, η ∈ R, κ ∈ (−∞, π2),

and we used σ
(t)

κd2(1) = σ
(t)
κ (d). The function Gt is convex ([EKS, Lemma 2.11]) for each

fixed t, hence we obtain

Gt

(
−f1(x0)

N1

,−f1(x1)

N1

,
K1

N1

d2

)
≤ −N2

N1

Gt

(
−f2(x0)

N2

,−f2(x1)

N2

,
K2

N2

d2

)
+

N

N1

Gt

(
−f(x0)

N
,−f(x1)

N
,
K

N
d2

)
.
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Combining these yields

log
[
fN

(
γ(t)

)]
≤ Gt

(
−f(x0)

N
,−f(x1)

N
,
K

N
d2

)
,

which completes the proof. 2

Remark 2.8 The summation rule in Lemma 2.7 holds true also for N1, N2 > 0 ([EKS,
Lemma 2.10]), however, fails in the other ranges. For example, f1 ≡ 0 is (0,−1)-convex
and f2(x) = −2 log x is (0, 2)-convex on (0,∞), but the sum f1 + f2 = f2 is not (0, 1)-
convex. Similarly, f1 ≡ 0 and f2(x) = log x are (0,−1)-convex, but their sum is not
(0,−2)-convex.

The (K,N)-convexity is weaker than the K-convexity :

f
(
γ(t)

)
≤ (1 − t)f(x0) + tf(x1) −

K

2
(1 − t)td2.

More precisely, we have the following with the help of Lemma 2.7 (similarly to [EKS,
Lemma 2.12]).

Lemma 2.9 (Monotonicity) If f : X −→ (−∞,∞] is (K,N)-convex, then it is also
(K ′, N ′)-convex for all K ′ ≤ K and N ′ ∈ [N, 0).

Moreover, if f is K-convex, then it is (K,N)-convex for all N < 0.

Proof. The monotonicity in K follows from the fact that σ
(t)
κ (θ) is non-decreasing in κ

once t and θ are fixed (see [BS, Remark 2.2]). Note also that π
√

N/K ′ ≤ π
√

N/K if
K < 0. The monotonicity in N is a consequence of Lemma 2.7 by letting

f1 = f, f2 ≡ 0, (K1, N1) = (K,N), (K2, N2) = (0, N ′ − N). (2.9)

The proof of Lemma 2.7 also shows that

−NGt

(
−f(x0)

N
,−f(x1)

N
,
K

N
d2

)
is non-decreasing in N ∈ (−∞, 0) once the other quantities are fixed (use (2.9) again and
observe Gt(0, 0, 0) = 0). Then the last assertion follows from

− lim
N→−∞

NGt

(
−f(x0)

N
,−f(x1)

N
,
K

N
d2

)
= lim

ε↓0

1

ε
log

[
σ

(1−t)
−K (

√
εd)eεf(x0) + σ

(t)
−K(

√
εd)eεf(x1)

]
= (1 − t)f(x0) +

K

6
(1 − t)(t2 − 2t)d2 + tf(x1) +

K

6
t(t2 − 1)d2

= (1 − t)f(x0) + tf(x1) −
K

2
(1 − t)td2,

where we used σ
(t)
κ (θ) = t + (κ/6)t(1 − t2)θ2 + O(θ4) (see [BS, Proposition 5.5]). 2
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3 Gradient flows of (K,N)-convex functions

We continue the study of (K,N)-convex functions on a metric space (X, d). Precisely, we
shall employ the evolution variational inequality (2.6) as a definition of gradient curves
implicitly including the (K,N)-convexity of a potential function (recall Lemma 2.3(ii),
(iii)), and derive several regularizing estimates from it. We also discuss an expansion
bound of gradient flows in the Riemannian setting.

3.1 Gradient flows and evolution variational inequality

Fix f : X −→ (−∞,∞] throughout the subsection and recall D[f ] = f−1((−∞,∞)). In
order to give the metric definition of solutions to the gradient flow equation “ξ̇ = −∇f(ξ)”,
we need two notions. We refer to [AGS1] for the deep theory of gradient flows in metric
spaces.

At x ∈ D[f ], define the local (descending) slope of f by

|∇−f |(x) := max

{
lim sup

y→x

f(x) − f(y)

d(x, y)
, 0

}
.

A curve ξ : I −→ X on an interval I ⊂ R is said to be absolutely continuous if there is
h ∈ L1

loc(I) such that

d
(
ξ(s), ξ(t)

)
≤

∫ t

s

h(r) dr for all s, t ∈ I with s < t. (3.1)

Then the metric speed

|ξ̇|(t) := lim
δ→0

d(ξ(t), ξ(t + δ))

|δ|
exists at almost every t ∈ I and gives the minimal function h adapted to (3.1) (see [AGS1,
Theorem 1.1.2]). Absolutely continuous curves are clearly continuous.

Definition 3.1 (Gradient curves) Let ξ : [0, T ) −→ X be a continuous curve which
is absolutely continuous on (0, T ) and f(ξ(t)) < ∞ for t ∈ (0, T ). We say that ξ is a
gradient curve of f if the following energy dissipation identity holds:

f
(
ξ(t)

)
= f

(
ξ(s)

)
− 1

2

∫ t

s

{
|ξ̇|(r)2 + |∇−f |

(
ξ(r)

)2
}

dr (3.2)

for all 0 < s < t < T .

Motivated by Lemma 2.3 on Riemannian manifolds, we also introduce the following
elaborate notion of gradient curves.

Definition 3.2 (EVIK,N -gradient curves) Let ξ : [0, T ) −→ X be a continuous curve
which is absolutely continuous on (0, T ) and f(ξ(t)) < ∞ for t ∈ (0, T ). Then, for
K ∈ R and N ∈ (−∞, 0), we say that ξ is an EVIK,N -gradient curve of f if the evolution
variational inequality

d

dt

[
sK/N

(
d(ξ(t), z)

2

)2 ]
+ KsK/N

(
d(ξ(t), z)

2

)2

≤ N

2

{
1 − fN(z)

fN(ξ(t))

}
(3.3)

9



holds for all z ∈ D[f ] and almost all t ∈ (0, T ) with d(ξ(t), z) < π
√

N/K if K < 0.

This is a generalization of the EVIK-gradient curve defined by

d

dt

[
d(ξ(t), z)2

2

]
+ K

d(ξ(t), z)2

2
≤ f(z) − f

(
ξ(t)

)
(3.4)

(see [AGS1], [DS]), which is certainly recovered by letting N → −∞ in (3.3). Roughly
speaking, the existence of EVIK,N -gradient curves starting from arbitrary starting points
implies that the potential function is (K,N)-convex (see Lemma 2.3(iii)) and the under-
lying space is “Riemannian” (see [AGS3], and recall that the inner product was used to
obtain (2.6) from the (K,N)-convexity). The latter implication is related to the con-
traction property discussed in the next subsection. The following lemma verifies the
consistency in K and N in a similar manner to Lemma 2.9.

Lemma 3.3 (Monotonicity) If ξ : [0, T ) −→ X is an EVIK,N -gradient curve of f , then
it is also an EVIK′,N ′-gradient curve of f for all K ′ ≤ K and N ′ ∈ [N, 0).

Moreover, if ξ is an EVIK-gradient curve of f , then it is an EVIK,N -gradient curve of
f for all N < 0.

Proof. The proof is indebted to the estimates same as [EKS, Lemma 2.15]. With the
help of (2.3), we can rewrite (3.3) in the following two ways:

d

dt

[
d(ξ(t), z)2

2

]
≤ Nd

sK/N(d)

{
1 − fN(z)

fN(ξ(t))

}
− 2Kd

sK/N(d/2)2

sK/N(d)
, (3.5)

d

dt

[
d(ξ(t), z)2

2

]
≤ Nd

sK/N(d)

{
cK/N(d) − fN(z)

fN(ξ(t))

}
, (3.6)

where we set d := d(ξ(t), z) in the RHS and assume d > 0.
One sees the monotonicity in K by (3.6) and the fact that sK/N(d) and cK/N(d)/sK/N(d)

are increasing in K. The monotonicity in N follows from (3.5) since the functions

N

sK/N(d)
(1 − ea/N), −K

sK/N(d/2)2

sK/N(d)
= −K

2

sK/N(d/2)

cK/N(d/2)

are non-decreasing in N ∈ (−∞, 0) for each fixed a ∈ R. The last assertion is a conse-
quence of the above monotonicity of the RHS of (3.5) in N together with the convergence
of (3.5) to (3.4) as N → −∞. 2

It is now well known that EVIK-gradient curves enjoy several useful estimates. We
can generalize some of them to EVIK,N -gradient curves, though EVIK,N is weaker than
EVIK . Compare the following propositions and corollary with [EKS, Propositions 2.17,
2.18].

Proposition 3.4 Let ξ : [0, T ) −→ X be an EVIK,N -gradient curve of f such that

(1) ξ is locally Lipschitz on (0, T ),

(2) f ◦ ξ is locally bounded above on (0, T ).
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Then ξ is a gradient curve of f also in the sense of Definition 3.1. In particular, f(ξ(t))
is non-increasing in t.

Proof. We can follow the line of [AG, Proposition 4.6] concerning EVIK . Fix t ∈ (0, T )
where (3.3) holds. We first observe from the triangle inequality that

d

dt

[
d(ξ(t), z)2

2

]
≥ −|ξ̇|(t)d

(
ξ(t), z

)
.

This and (3.6) imply, by abbreviating d := d(ξ(t), z),

−
sK/N(d)

N
|ξ̇|(t) ≥

sK/N(d)

Nd

d

dt

[
d(ξ(t), z)2

2

]
≥ 1

fN(ξ(t))

{
cK/N(d)fN

(
ξ(t)

)
− fN(z)

}
(for z close to ξ(t) if K < 0). Dividing by d and letting z → ξ(t), we obtain

|∇−fN |(ξ(t))
fN(ξ(t))

≤ − 1

N
|ξ̇|(t), |∇−f |

(
ξ(t)

)
= − N

fN(ξ(t))
|∇−fN |

(
ξ(t)

)
≤ |ξ̇|(t). (3.7)

In order to estimate (f ◦ ξ)′(t), we deduce from the above calculation with z = ξ(s)
for s close to t that

cK/N

(
d
(
ξ(s), ξ(t)

))
fN

(
ξ(t)

)
− fN

(
ξ(s)

)
≤ −

sK/N(d(ξ(s), ξ(t)))

N
fN

(
ξ(t)

)
|ξ̇|(t).

Since fN(ξ(t)) and |ξ̇|(t) are locally bounded in t by the hypotheses (1) and (2), we find
that fN ◦ ξ is locally Lipschitz on (0, T ). Now, integrate (3.3) to obtain for δ > 0

sK/N

(
d(ξ(t + δ), ξ(t))

2

)2

≤ N

2

∫ t+δ

t

{
1 − fN(ξ(t))

fN(ξ(s))

}
ds − K

∫ t+δ

t

sK/N

(
d(ξ(s), ξ(t))

2

)2

ds

=
N

2

∫ t+δ

t

fN(ξ(s)) − fN(ξ(t))

fN(ξ(s))
ds + O(δ3).

Dividing by δ2 and letting δ ↓ 0 gives

|ξ̇|(t)2

4
≤ N

4

(fN ◦ ξ)′(t)

fN(ξ(t))
= −(f ◦ ξ)′(t)

4
.

Combining this with (3.7), we conclude that

(f ◦ ξ)′(t) ≤ −|ξ̇|(t)2 ≤ −1

2

{
|ξ̇|(t)2 + |∇−f |

(
ξ(t)

)2
}

holds for almost all t ∈ (0, T ). Integrating this inequality shows the desired identity (3.2)
since the reverse inequality is readily verified by the local Lipschitz continuity of ξ and
f ◦ ξ. 2
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Remark 3.5 In the case of N = ∞, the assumptions (1), (2) in the above proposition
are superfluous since they are consequences of (3.4). It is unclear (to the author) if (1)
and (2) can be removed for general N ∈ (−∞, 0) or not. Notice that (3.4) immediately
implies (2). The key ingredient for verifying (1) is an expansion bound of the gradient flow
(see [AG, Proposition 4.6]), however, at present we can show it only under the Lipschitz
continuity of potential functions when N ∈ (−∞, 0) (see Theorem 3.8).

Proposition 3.6 Let ξ : [0, T ) −→ X be a continuous curve which is locally Lipschitz on
(0, T ) and f(ξ(t)) < ∞ for t ∈ (0, T ). Then, for K ∈ R and N < 0, ξ is an EVIK,N -
gradient curve of f if and only if

N(eK(t1−t0) − 1)

2K

{
1 − fN(z)

fN(ξ(t1))

}
≥ eK(t1−t0)sK/N

(
d(ξ(t1), z)

2

)2

− sK/N

(
d(ξ(t0), z)

2

)2

(3.8)
holds for all z ∈ D[f ] and 0 ≤ t0 ≤ t1 < T with supt∈[t0,t1] d(ξ(t), z) < π

√
N/K if K < 0.

When K = 0, {eK(t1−t0) − 1}/K in the LHS of (3.8) is read as t1 − t0. Notice that
{eK(t1−t0) − 1}/K is nonnegative for all K ∈ R.

Proof. Observe that (3.3) is equivalent to

d

dt

[
eKtsK/N

(
d(ξ(t), z)

2

)2 ]
≤ NeKt

2

{
1 − fN(z)

fN(ξ(t))

}
.

If ξ is an EVIK,N -gradient curve, then fN ◦ ξ is non-increasing by Proposition 3.4 and
hence we have by integration

eKt1sK/N

(
d(ξ(t1), z)

2

)2

− eKt0sK/N

(
d(ξ(t0), z)

2

)2

≤ N(eKt1 − eKt0)

2K

{
1 − fN(z)

fN(ξ(t1))

}
,

(3.9)
where (eKt1 −eKt0)/K is read as t1− t0 if K = 0. This is equivalent to (3.8). The converse
implication is immediate by dividing (3.9) by t1 − t0 and letting t0 → t1. 2

Corollary 3.7 Let ξ : [0, T ) −→ X be an EVIK,N -gradient curve of f which is locally
Lipschitz on (0, T ). Then the following hold:

(i) We have the uniform regularizing bound:

fN(z)

fN(ξ(t))
≥ 1 +

2K

N(eKt − 1)
sK/N

(
d(ξ(0), z)

2

)2

for all z ∈ D[f ] and t ∈ (0, T ) with sups∈[0,t] d(ξ(s), z) < π
√

N/K if K < 0.

(ii) If f is bounded below, then we have the uniform continuity estimate:

sK/N

(
d(ξ(t0), ξ(t1))

2

)2

≤ N(1 − eK(t0−t1))

2K

{
1 − fN(ξ(t0))

infX fN

}
for all 0 < t0 ≤ t1 < T with supt∈[t0,t1] d(ξ(t), ξ(t0)) < π

√
N/K if K < 0.

Proof. (i) Let t0 = 0 and t1 = t in (3.8).
(ii) Let z = ξ(t0) in (3.8). 2
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3.2 An expansion bound for gradient flows of Lipschitz (K,N)-
convex functions

The expansion bound (also called the contraction property) is a key tool for analyzing
gradient flows of convex functions. In the N > 0 case, it was shown in [EKS, Theorem 2.19]
that the evolution variational inequality EVIK,N implies an expansion bound without the
Lipschitz continuity assumption on potential functions.

Although we will argue on Riemannian manifolds, the key ingredient is a kind of evo-
lution variational inequality (3.11) which makes sense also in the metric measure setting.
We remark that (3.11) is a global inequality, while (2.6) is not global when K < 0.

Theorem 3.8 Let f : M −→ R be a Lipschitz (K,N)-convex function on a Riemannian
manifold (M, g) such that N < 0 and |∇f | ≤ L almost everywhere. Then, given any
x, y ∈ M and the gradient curves ξ, ζ : [0,∞) −→ M of f with ξ(0) = x, ζ(0) = y, we
have

dg

(
ξ(t0), ζ(t1)

)2 ≤ 2e−Θ(t0,t1)

{
dg(x, y)2

2
− N(

√
t1 −

√
t0)

2

Θ(t0, t1)
(eΘ(t0,t1) − 1)

}
(3.10)

for all t0, t1 > 0, where we set

Θ(t0, t1) = ΘK,N,L(t0, t1) :=

(
2K +

4L2

N

)
t1 +

√
t1t0 + t0
3

and (eΘ(t0,t1) − 1)/Θ(t0, t1) is read as 1 if Θ(t0, t1) = 0.

Proof. We first show that f is (K+L2/N)-convex, which yields that ξ and ζ are uniquely
determined and Lipschitz.

Claim 3.9 f is (K + L2/N)-convex.

Proof. Fix a unit speed minimal geodesic γ : [0, l] −→ M and t ∈ (0, l) at where f ◦ γ is
differentiable. Similarly to Lemma 2.1, it follows from the (K,N)-convexity of f that

fN

(
γ(t + ε)

)
+ fN

(
γ(t − ε)

)
≥ 2

{
1 − K

2N
ε2 + OK,N(ε4)

}
fN

(
γ(t)

)
.

The LHS is expanded as

e−f(γ(t))/N

{
1 +

f(γ(t)) − f(γ(t + ε))

N
+

1

2

(
f(γ(t)) − f(γ(t + ε))

N

)2

+ ON,L(ε3)

}
+ e−f(γ(t))/N

{
1 +

f(γ(t)) − f(γ(t − ε))

N
+

1

2

(
f(γ(t)) − f(γ(t − ε))

N

)2

+ ON,L(ε3)

}
≤ e−f(γ(t))/N

{
2 +

2f(γ(t)) − f(γ(t + ε)) − f(γ(t − ε))

N
+

L2

N2
ε2 + ON,L(ε3)

}
.

Thus we have

f
(
γ(t + ε)

)
+ f

(
γ(t − ε)

)
− 2f

(
γ(t)

)
≥

(
K +

L2

N

)
ε2 + OK,N,L(ε3),

where OK,N,L(ε3) depends only on K,N and L. Hence f is (K + L2/N)-convex. ♦
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Put u(s) := dg(ξ(st0), ζ(st1))
2/2 and fix s ∈ (0, 1) such that u, ξ and ζ are differentiable

at s, st0 and st1, respectively, and that (f ◦ξ)′+(st0) = −|∇−f |(ξ(st0))2 and (f ◦ζ)′+(st1) =
−|∇−f |(ζ(st1))

2 hold. Let γ : [0, 1] −→ M be a minimal geodesic from ξ(st0) to ζ(st1).
Then it follows from the first variation formula that

u′(s) = t1〈ζ̇(st1), γ̇(1)〉 − t0〈ξ̇(st0), γ̇(0)〉 ≤ −t1(f ◦ γ)′−(1) + t0(f ◦ γ)′+(0),

where the latter inequality holds since ξ and ζ are gradient curves of f (see [Oh2,
Lemma 4.2] for instance). Notice that f ◦ γ is twice differentiable almost everywhere
since f is (K +L2/N)-convex. Thus, by interpolating tτ := {(1−τ)

√
t0 +τ

√
t1}2 between

t0 and t1, we deduce from the (K,N)-convexity of f that

− t1(f ◦ γ)′−(1) + t0(f ◦ γ)′+(0) ≤ −
∫ 1

0

d

dτ
[tτ (f ◦ γ)′(τ)] dτ

≤ −
∫ 1

0

{
ṫτ (f ◦ γ)′(τ) + tτ

(
K|γ̇(τ)|2 +

(f ◦ γ)′(τ)2

N

)}
dτ. (3.11)

Rewrite the RHS and estimate it by the Lipschitz continuity as

−
∫ 1

0

{
ṫτ (f ◦ γ)′(τ) − tτ

N
(f ◦ γ)′(τ)2 + tτ

(
K|γ̇(τ)|2 +

2(f ◦ γ)′(τ)2

N

)}
dτ

≤ −N

4

∫ 1

0

(ṫτ )
2

tτ
dτ −

∫ 1

0

tτ

(
K +

2L2

N

)
|γ̇(τ)|2 dτ.

In the RHS, we calculate∫ 1

0

(ṫτ )
2

tτ
dτ = 4(

√
t1 −

√
t0)

2,

∫ 1

0

tτ dτ =
t1 +

√
t1t0 + t0
3

.

Thus we obtain
u′(s) ≤ −N(

√
t1 −

√
t0)

2 − Θ(t0, t1)u(s).

This implies that

esΘ(t0,t1)u(s) +
N(

√
t1 −

√
t0)

2

Θ(t0, t1)
(esΘ(t0,t1) − 1)

is non-increasing in s, then (3.10) immediately follows. 2

Choosing the same time t0 = t1 =: t in (3.10) yields

dg

(
ξ(t), ζ(t)

)
≤ e−(K+2L2/N)tdg(x, y).

This is slightly worse than the bound dg(ξ(t), ζ(t)) ≤ e−(K+L2/N)tdg(x, y) directly derived
from the (K + L2/N)-convexity of f . In either bound, letting N → −∞ recovers the
K-contraction property :

dg

(
ξ(t), ζ(t)

)
≤ e−Ktdg(x, y).

It is essential to discuss on “Riemannian” spaces, otherwise the K-convexity does not
necessarily imply the K-contraction property (see [OS2] for an investigation on Finsler
manifolds).
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Remark 3.10 (a) In general, the L-Lipschitz continuity of a potential function gives the
immediate bound:

d
(
ξ(t), ζ(t)

)
≤ d

(
ξ(0), ζ(0)

)
+ 2Lt.

We remark that, however, even the uniqueness of gradient curves fails for general Lipschitz
functions (see [AG, Example 4.23] for a simple example in the `2

∞-space).
(b) The expansion bound in [EKS, Theorem 2.19] is, for K = 0 and N > 0,

d
(
ξ(t0), ζ(t1)

)2 ≤ d(x, y)2 + 2N(
√

t1 −
√

t0)
2

(see also [BGL]). Obviously this inequality can not be extended to N < 0 since it is
stronger than that for N > 0.

(c) Under Bochner’s inequality (4.2) with N ≥ 1 (the analytic curvature-dimension
condition à la Bakry–Émery), another dimension dependent contraction property for heat
semigroup in terms of the Markov transportation distance follows from [BGG, Theo-
rem 4.5]. This contraction is different from the one in [EKS] and seems to make sense
also for N < 0, whereas the author does not know if it can be extended to N < 0.

4 Curvature-dimension condition

We switch to the related subject of curvature-dimension condition. We first define the
weighted Ricci curvature RicN followed by associated Bochner’s inequality. Then we
introduce the original, reduced and entropic curvature-dimension conditions and discuss
their applications.

4.1 Weighted Ricci curvature

Let (M, g) be an n-dimensional Riemannian manifold with n ≥ 2. We denote the Rieman-
nian volume measure by volg and fix a weighted measure m = e−ψ volg with ψ ∈ C∞(M).
Then the Laplacian and Ricci curvature are modified into ∆mu := ∆u − 〈∇u,∇ψ〉 and

RicN(v) := Ric(v) + Hess ψ(v, v) − 〈∇ψ, v〉2

N − n

for v ∈ TM . The parameter N had been usually chosen from [n,∞], and the bound
RicN(v) ≥ K|v|2 is known to imply many analytic and geometric consequences corre-
sponding to Ric ≥ K as well as dim ≤ N (see [Qi], [Lo]). The generalization admitting
negative values N < 0 appeared and turned out meaningful in [OT1] and [OT2]. We
will fix N < 0 as in the previous sections. Letting N → −∞ in RicN recovers the
Bakry–Émery tensor Ric + Hess ψ which is usually regarded as Ric∞.

Let us give applications of RicN with N < 0 before discussing the curvature-dimension
condition. From the Bochner–Weitzenböck formula for Ric∞:

∆m

(
|∇u|2

2

)
− 〈∇∆mu,∇u〉 = Ric∞(∇u) + ‖Hess u‖2 (4.1)

(‖ · ‖ denotes the Hilbert–Schmidt norm), we can derive the following inequality similarly
to the case of N ∈ [n,∞].
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Theorem 4.1 (Bochner’s inequality) For any u ∈ C∞(M) and N < 0, we have

∆m

(
|∇u|2

2

)
− 〈∇∆mu,∇u〉 ≥ RicN(∇u) +

(∆mu)2

N
. (4.2)

Proof. This is done by calculation similarly to the case of N ≥ n, the details can be
found in [OS3, Theorem 3.3] for example. Let B be the matrix representation of Hess u
in an orthonormal coordinate. Since B is symmetric, we have

‖Hess u‖2 = trace(B2) ≥ (trace B)2

n
=

(∆u)2

n
.

Note that ∆u = ∆mu + 〈∇u,∇ψ〉 and, for any a, b ∈ R,

(a + b)2

n
=

a2

N
− b2

N − n
+

N(N − n)

n

(
a

N
+

b

N − n

)2

≥ a2

N
− b2

N − n

(notice that the inequality fails for N ∈ (0, n)). Applying this inequality to a = ∆mu and
b = 〈∇u,∇ψ〉 completes the proof. 2

One can readily obtain a generalization of the Lichnerowicz inequality from (4.2).

Corollary 4.2 (Lichnerowicz inequality) Let M be compact and satisfy RicN ≥ K
for K > 0 and N < 0. Then the first nonzero eigenvalue of the nonnegative operator
−∆m is bounded from below by KN/(N − 1).

Proof. For any u ∈ C∞(M), we deduce from (4.2) and the integration by parts that(
1 − 1

N

) ∫
M

(∆mu)2 dm ≥
∫

M

RicN(∇u) dm ≥ K

∫
M

|∇u|2 dm.

Hence, for an eigenfunction u with ∆mu = −λu, we have

λ

∫
M

|∇u|2 dm = −λ

∫
M

u∆mu dm =

∫
M

(∆mu)2 dm ≥ KN

N − 1

∫
M

|∇u|2 dm.

This completes the proof. 2

Remark 4.3 (Finsler case) The weighted Ricci curvature for Finsler manifolds was in-
troduced in [Oh3] and the analogues of the Lichnerowicz inequality, Bochner–Weitzenböck
formula (4.1) and Bochner’s inequality (4.2) for N ∈ [n,∞] were obtained in [Oh3] and
[OS3] along with gradient estimates as applications (see also [OS1] for a preceding analytic
study of heat flow). One can similarly extend (4.2) with N < 0 to the Finsler setting. The
Bochner–Weitzenböck formula was recently further generalized to Hamiltonian systems
in [Oh4] with the help of [Le].
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4.2 Original and reduced curvature-dimension conditions

The theory of convex functions and the Ricci curvature are connected by the curvature-
dimension condition. The curvature-dimension condition is a convexity condition of an
entropy function on the space of probability measures, and characterizes lower Ricci cur-
vature bounds for Riemannian (or Finsler) manifolds. We shall give the precise definition
in the sense of Sturm [St1], [St2], see also [Vi, Part III] for background and applications.

Let (X, d) be a complete, separable metric space. Denote by P(X) the set of all Borel
probability measures on X, and by P2(X) ⊂ P(X) the subset consisting of measures of
finite second moments. For µ, ν ∈ P2(X), the L2-Wasserstein distance is defined by

W2(µ, ν) := inf
π∈Π(µ,ν)

(∫
X×X

d(x, y)2 π(dxdy)

)1/2

,

where Π(µ, ν) ⊂ P(X × X) is the set of all couplings of µ and ν. A coupling attaining
the above infimum is called an optimal coupling.

Let us fix a Borel measure m on X. For µ ∈ P(X), we define the (relative) Rényi
entropy with respect to m by

SN(µ) :=

∫
X

ρ(N−1)/N dm

if µ is absolutely continuous with respect to m (µ ¿ m), SN(µ) := ∞ otherwise. We
suppressed the dependence on m for notational simplicity. The Rényi entropy is defined
by −

∫
X

ρ(N−1)/N dm for N ≥ 1, it is natural to drop the minus sign for N < 0 since the

function h(s) = s(N−1)/N is convex.

We modify the function σ
(t)
K/N used to characterize the (K,N)-convexity as follows:

τ
(t)
K,N(θ) := t1/Nσ

(t)
K/(N−1)(θ)

(N−1)/N = t1/N

(
sK/(N−1)(tθ)

sK/(N−1)(θ)

)(N−1)/N

for t ∈ (0, 1] and θ > 0 if K ≥ 0 and for θ ∈ (0, π
√

(N − 1)/K) if K < 0. Set

also τ
(0)
K,N(θ) := 0. Moreover, when K < 0, we define for convenience σ

(t)
K/N(θ) := ∞ if

θ ≥ π
√

N/K and accordingly τ
(t)
K,N(θ) := ∞ if θ ≥ π

√
(N − 1)/K.

Definition 4.4 (Curvature-dimension condition) Let K ∈ R and N < 0. A metric
measure space (X, d,m) is said to satisfy the curvature-dimension condition CD(K,N)
if any pair of absolutely continuous measures µ0 = ρ0m, µ1 = ρ1m ∈ P2(X) admits a
minimal geodesic (µt)t∈[0,1] ⊂ P2(X) with respect to W2 and an optimal coupling π ∈
Π(µ0, µ1) such that

SN ′(µt) ≤
∫

X×X

{
τ

(1−t)
K,N ′

(
d(x, y)

)
ρ0(x)−1/N ′

+ τ
(t)
K,N ′

(
d(x, y)

)
ρ1(y)−1/N ′

}
π(dxdy) (4.3)

holds for all t ∈ [0, 1] and N ′ ∈ [N, 0).
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We remark that (4.3) becomes trivial if K < 0 and

π
(
{(x, y) | d(x, y) ≥ π

√
(N ′ − 1)/K}

)
> 0.

The following variant along [BS] turns out meaningful.

Definition 4.5 (Reduced curvature-dimension condition) A metric measure space
(X, d, m) is said to satisfy the reduced curvature-dimension condition CD∗(K,N) if

SN ′(µt) ≤
∫

X×X

{
σ

(1−t)
K/N ′

(
d(x, y)

)
ρ0(x)−1/N ′

+ σ
(t)
K/N ′

(
d(x, y)

)
ρ1(y)−1/N ′

}
π(dxdy) (4.4)

holds instead of (4.3) in Definition 4.4.

For K = 0, (4.3) and (4.4) coincide and induce the convexity of SN ′ :

SN ′(µt) ≤ (1 − t)SN ′(µ0) + tSN ′(µ1).

Letting N → −∞ (in an appropriate way), both (4.3) and (4.4) recover CD(K,∞):

Entm(µt) ≤ (1 − t) Entm(µ0) + t Entm(µ1) −
K

2
(1 − t)tW2(µ0, µ1)

2,

where Entm(µ) is the relative entropy with respect to m defined by

Entm(µ) :=

∫
X

ρ log ρ dm

if µ = ρm ¿ m and
∫
{ρ>1} ρ log ρ dm < ∞, Entm(µ) := ∞ otherwise.

Remark 4.6 By pioneering work [JKO] and more generally [AGS2], heat flow is regarded
as the gradient flow of the relative entropy in the Wasserstein space. Thus, in [EKS], an
expansion bound of heat flow is obtained from CDe(K,N) and implies the Bakry–Ledoux
gradient estimate via the duality argument. For N < 0, however, we have an expansion
bound of the gradient flow of a (K,N)-convex function only under the Lipschitz continuity
(recall Theorem 3.8), which is never satisfied by the relative entropy.

In [BS, Proposition 2.5(i)], it is shown that CD(K,N) implies CD∗(K,N) for N ≥ 1.
The analogous property holds true for N < 0.

Proposition 4.7 (CD(K,N) implies CD∗(K,N)) If (X, d, m) satisfies CD(K,N) for
some K ∈ R and N < 0, then it also satisfies CD∗(K,N).

Proof. It is sufficient to prove that (4.3) implies (4.4) by comparing the coefficient func-

tions τ
(t)
K,N ′ and σ

(t)
K/N ′ (notice that N/K < (N − 1)/K if K < 0). For θ in the domain of

σ
(t)
K/N and N ′ ∈ [N, 0), we deduce from [St2, Lemma 1.2] that

σ
(t)
(−K)/(1−N ′)(θ)

1−N ′ ≤ σ
(t)
0 (θ)σ

(t)
(−K)/(−N ′)(θ)

−N ′
= tσ

(t)
K/N ′(θ)

−N ′
.

Hence we have
τ

(t)
K,N ′(θ)

N ′
= tσ

(t)
K/(N ′−1)(θ)

N ′−1 ≥ σ
(t)
K/N ′(θ)

N ′
.

Therefore τ
(t)
K,N ′(θ) ≤ σ

(t)
K/N ′(θ) and (4.3) implies (4.4). 2

18



Before discussing the relation with the Ricci curvature, we give a geometric application
of the curvature-dimension condition.

Theorem 4.8 (Brunn–Minkowski inequality) Let (X, d, m) satisfy CD(K,N) with
K ∈ R and N < 0. Then, for any measurable sets A0, A1 ⊂ X with diam(A0 ∪ A1) <
π
√

(N − 1)/K if K < 0, we have

m[At]
1/N ≤ sup

x∈A0, y∈A1

τ
(1−t)
K,N

(
d(x, y)

)
m[A0]

1/N + sup
x∈A0, y∈A1

τ
(t)
K,N

(
d(x, y)

)
m[A1]

1/N (4.5)

for any t ∈ [0, 1], where At is the set consisting of γ(t) for minimal geodesics γ : [0, 1] −→
X satisfying γ(0) ∈ A0 and γ(1) ∈ A1.

Similarly, if (X, d, m) satisfies CD∗(K,N), then we have

m[At]
1/N ≤ sup

x∈A0, y∈A1

σ
(1−t)
K/N

(
d(x, y)

)
m[A0]

1/N + sup
x∈A0, y∈A1

σ
(t)
K/N

(
d(x, y)

)
m[A1]

1/N (4.6)

for A0, A1 ⊂ X with diam(A0 ∪ A1) < π
√

N/K if K < 0.

Proof. As the proofs are completely the same, we consider only (4.5). There is nothing
to prove if m[A0] = 0 or m[A1] = 0. If 0 < m[A0],m[A1] < ∞, then combining (4.3) for
µi = m[Ai]

−1 · m|Ai
(i = 0, 1) and

SN(µt) =

∫
supp µt

ρ
−1/N
t dµt ≥

(∫
supp µt

ρ−1
t dµt

)1/N

= m[supp µt]
1/N ≥ m[At]

1/N

by Jensen’s inequality yields (4.5). This is enough to conclude also in the case where
m[A0] = ∞ or m[A1] = ∞ by choosing increasing subsets of A0 or A1 and taking the limit
of (4.5). 2

Observe that (4.5) is a lower bound of m[At] since N < 0. On the Euclidean space
Rn equipped with the standard metric, we take K = 0 and (4.5) coincides with the
1/N-concavity of the measure m = e−ψLn (Ln is the Lebesgue measure):

m[At]
1/N ≤ (1 − t)m[A0]

1/N + tm[A1]
1/N ,

which is equivalent to the p-concavity of the function w = e−ψ:

w
(
(1 − t)x + ty

)p ≤ (1 − t)w(x)p + tw(y)p

with p = 1/(N −n) (see [Bo], [BrLi], and [MR, Theorem 1.1]). Indeed, when ψ ∈ C2(Rn),
the p-concavity can be rewritten by calculation into the weighted Ricci curvature bound:

Hess ψ − ∇ψ ⊗∇ψ

N − n
≥ 0.

Remark 4.9 For N ≥ 1, the Brunn–Minkowski inequality (4.5) implies the Bishop–
Gromov type volume growth bound :

m[B(x,R′)]

m[B(x,R)]
≤

∫ R′

0
sK/(N−1)(r)

N−1 dr∫ R

0
sK/(N−1)(r)N−1 dr
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for 0 < R ≤ R′ (≤ π
√

(N − 1)/K if K > 0), where B(x,R) is the open ball with center
x and radius R. This is done by choosing A0 = {x}, A1 = B(x,R′) and t = R/R′. For
N < 0, however, a similar bound can not be expected since m[{x}]1/N = ∞. For the same
reasoning, the measure contraction property does not have a version of N < 0 (see [Oh1],
[St2, §5]).

Although CD∗(K,N) is weaker than CD(K,N) by calculation, they are equivalent
infinitesimally and characterize a lower Ricci curvature bound for Riemannian manifolds
similarly to the N ≥ 1 case.

Theorem 4.10 Let (M, g) be an n-dimensional Riemannian manifold and fix a measure
m = e−ψ volg with ψ ∈ C∞(M). Then, given K ∈ R and N < 0, the following are
equivalent:

(I) RicN ≥ K holds in the sense that RicN(v) ≥ K|v|2 for all v ∈ TM .

(II) (M,dg,m) satisfies CD(K,N).

(III) (M,dg,m) satisfies CD∗(K,N).

Proof. The proof is along the same line as the case of N ∈ [n,∞], thus we give only a
sketch. We refer to [Oh3, §8.2] and [BS, Proposition 5.5] for detailed calculations.

(I) ⇒ (II): In the present situation, there is a unique minimal geodesic (µt)t∈[0,1] ⊂
P2(M) written as

µt = ρtm = (Tt)]µ0, Tt(x) := exp
(
t∇ϕ(x)

)
for some µ0-almost everywhere twice differentiable function ϕ, where (Tt)]µ0 denotes the
push-forward of µ0 by the map Tt (see [FG]). An optimal coupling is also unique and
given by π = (idM ×T1)]µ0.

Fix x ∈ M at where ρ0(x) > 0, ϕ is twice differentiable and ∇ϕ(x) 6= 0. Put
v := ∇ϕ(x) and γ(t) := Tt(x) = exp(tv) for brevity. Let

Jt(x) := eψ(x)−ψ(Tt(x)) det[dTt(x)]

be the Jacobian of Tt with respect to the measure m. Then the Jacobian equation (or
the Monge–Amperè equation)

ρ0(x) = ρt

(
Tt(x)

)
Jt(x) (4.7)

holds. We take an orthonormal basis {ei}n
i=1 of TxM such that en = v/|v| and extend it to

the Jacobi fields Ei(t) := (dTt)x(ei) ∈ Tγ(t)M . Consider the n×n matrices A(t) = (aij(t))
and B(t) = (bij(t)) defined by

aij(t) := 〈Ei(t), Ej(t)〉, ∇tEi(t) =
n∑

j=1

bij(t)Ej(t).

Note that det[dTt(x)] =
√

det[A(t)] and B(t) is a symmetric matrix (see, for example,
[Vi, (c) in p. 368], [OS3, §3.1]). By virtue of the Riccati equation B′ = −RA−1 − B2
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with R := (〈R(Ei, γ̇)γ̇, Ej〉), we obtain b′nn = −
∑n

i=1 b2
in ≤ −b2

nn. Hence, when we put

β(t) := 1 +
∫ t

0
bnn ds, eβ is concave in t and thus

eβ(t) ≥ (1 − t)eβ(0) + teβ(1) (4.8)

holds. Now we consider the functions

Φ(t) := log
[√

det[A(t)]
]
, α := Φ − β

and observe from Φ′ = trace B that

α′′ ≤ −Ric(γ̇) − (α′)2

n − 1
.

Therefore we find [eα/(n−1)]′′e−α/(n−1) ≤ −Ric(γ̇)/(n − 1). Hence, by setting

h(t) := {e−ψ(x)Jt(x)}1/N , h1(t) := e−ψ(γ(t))/(N−n), h2 := h
(N−n)/(N−1)
1 eα/(N−1),

we have

(N − 1)h−1
2 h′′

2 ≤ (N − n)h−1
1 h′′

1 + (n − 1)e−α/(n−1)[eα/(n−1)]′′ ≤ −RicN(γ̇)

(we remark that the first inequality does not hold if N ∈ (1, n)). This shows that the
function

h2(t) − cK/(N−1)(t|v|)h2(0)

sK/(N−1)(t|v|)
is non-decreasing in t. Thus we have

h2(t) ≤
sK/(N−1)((1 − t)|v|)

sK/(N−1)(|v|)
h2(0) +

sK/(N−1)(t|v|)
sK/(N−1)(|v|)

h2(1).

Together with (4.8) and the (reverse) Hölder inequality (see [OT1, Claim 4.2]), this yields

h(t) = h2(t)
(N−1)/N(eβ(t))1/N ≤ τ

(1−t)
K,N (|v|)h(0) + τ

(t)
K,N(|v|)h(1),

which is equivalent to the convexity of the (1/N)-th power of Jacobian:

Jt(x)1/N ≤ τ
(1−t)
K,N (|v|) + τ

(t)
K,N(|v|)J1(x)1/N . (4.9)

Integrating this infinitesimal inequality (4.9) immediately gives (4.3) with N ′ = N .
Precisely, by virtue of the Jacobian equation (4.7), we obtain

SN(µt) =

∫
M

(ρt ◦ Tt)
(N−1)/NJt dm =

∫
M

(
Jt

ρ0

)1/N

dµ0

≤
∫

M

{
τ

(1−t)
K,N (dg(x,T1(x)))

ρ0(x)1/N
+

τ
(t)
K,N(dg(x,T1(x)))

ρ1(T1(x))1/N

}
µ0(dx)

=

∫
M×M

{
τ

(1−t)
K,N (dg(x, y))

ρ0(x)1/N
+

τ
(t)
K,N(dg(x, y))

ρ1(y)1/N

}
π(dxdy).

21



This completes the proof since RicN ′ ≥ RicN for N ′ ∈ [N, 0).
(II) ⇒ (III): This was shown in Proposition 4.7.
(III) ⇒ (I): Fix a unit vector v ∈ TxM and let γ : (−δ, δ) −→ M be the geodesic with

γ̇(0) = v. Put a = 〈∇ψ, v〉/(N − n) and consider the open balls

A0 := B
(
γ(−r), ε(1 + ar)

)
, A1 := B

(
γ(r), ε(1 − ar)

)
for 0 < ε ¿ r ¿ δ. It follows from (4.6) with t = 1/2 that

m[A1/2]
1/N ≤ σ

(1/2)
K/N

(
2r + O(ε)

) (
m[A0]

1/N + m[A1]
1/N

)
.

Observe that (see [BS, Proposition 5.5])

σ
(1/2)
K/N (2r) =

1

2
+

K

4N
r2 + O(r4).

By combining this with the asymptotic behaviors of m[A0], m[A1] and m[A1/2] in terms
of the weight function ψ and the Ricci curvature, we can conclude RicN(v) ≥ K. 2

This characterization is generalized to Finsler manifolds verbatim, see [Oh3] for the
case of N ∈ [n,∞].

Remark 4.11 (Lott and Villani’s version of CD(K,N)) From the infinitesimal in-
equality (4.9), we further obtain Lott and Villani’s version of the curvature-dimension
condition studied in [LV1], [LV2] independently of Sturm’s work. Their version extends
the class of entropies to the ones induced from functions in displacement convexity classes
DCN . For N ≥ 1, McCann [Mc] introduced DCN as the set of all continuous convex func-
tions u : [0,∞) −→ R such that u(0) = 0 and that φ(s) := sNu(s−N) is convex on (0,∞).
We adopted the same definition for N < 0 in [OT2], then Lott and Villani’s version of
CD(K,N) means that∫

M

u(ρt) dm ≤ (1 − t)

∫
M×M

β
(1−t)
K,N (dg(x, y))

ρ0(x)
u

(
ρ0(x)

β
(1−t)
K,N (dg(x, y))

)
π(dxdy)

+ t

∫
M×M

β
(t)
K,N(dg(x, y))

ρ1(x)
u

(
ρ1(x)

β
(t)
K,N(dg(x, y))

)
π(dxdy),

where β
(t)
K,N(θ) := {τ (t)

K,N(θ)/t}N . This follows from (4.9) and the non-decreasing property

of φ (see [OT2, Lemma 3.2]). Choosing u(r) = Nr(1 − r−1/N) recovers (4.3).

An estimate similar to the proof of Theorem 4.1 gives the following examples of
CD(K,N)-spaces. Compare Corollary 4.12 with [EKS, Proposition 3.3] and Lemma 2.7.

Corollary 4.12 (Weighted spaces) Let K1, K2 ∈ R, N2 ≥ n and N1 < −N2. If an
n-dimensional weighted Riemannian manifold (M,dg,m) satisfies CD(K2, N2) and Ψ ∈
C2(M) is (K1, N1)-convex, then (M,dg, e

−Ψm) satisfies CD(K1 + K2, N1 + N2).
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Proof. Put m = e−ψ volg, K = K1 + K2 and N = N1 + N2. We remark that N2 = n only
if ψ is constant. The weighted Ricci curvature RicN(v) with respect to the measure e−Ψm

is bounded by using RicN2(v) for m as

RicN(v) = RicN2(v) + Hess Ψ(v, v) +
〈∇ψ, v〉2

N2 − n
− 〈∇(ψ + Ψ), v〉2

N − n

≥ K|v|2 +
〈∇Ψ, v〉2

N1

+
〈∇ψ, v〉2

N2 − n
− 〈∇(ψ + Ψ), v〉2

N − n

≥ K|v|2.

This completes the proof. 2

For example, by Example 2.4(c), ((0,∞), | · |, xNdx) with the Euclidean distance | · |
satisfies CD(0, N) for N < 0.

Corollary 4.13 (Product spaces) Let K ∈ R, N2 ≥ n2 and N1 < −N2. If ni-
dimensional weighted Riemannian manifolds (Mi, dgi

,mi) satisfy CD(K,Ni) for i = 1, 2,
then the Cartesian product (M1 × M2, dg1×g2 ,m1 × m2) satisfies CD(K,N1 + N2).

Proof. Put mi = e−ψi volgi
and N = N1 + N2. Then, for v = (v1, v2) ∈ TM1 × TM2, we

have

RicN(v) =
2∑

i=1

{Ric(vi) + Hess ψi(vi, vi)} −
(〈∇ψ1, v1〉 + 〈∇ψ2, v2〉)2

N − (n1 + n2)

≥ RicN1(v1) + RicN2(v2) ≥ K(|v1|2 + |v2|2).

2

4.3 Entropic curvature-dimension condition and functional in-
equalities

We finally introduce another version of the curvature-dimension condition in terms of the
(K,N)-convexity studied in previous sections. This notion has applications to functional
inequalities similarly to the N > 0 case in [EKS] (see also the original case of N = ∞ by
Otto and Villani [OV]).

Let (X, d, m) be a complete, separable metric measure space, and assume∫
X

e−cd(x,y)2 m(dy) < ∞

for some (and hence all) x ∈ X and all c > 0. This hypothesis ensures that Entm is never
being −∞ on P2(X) and is lower semi-continuous with respect to W2.

Definition 4.14 (Entropic curvature-dimension condition) Let K ∈ R and N <
0. A metric measure space (X, d, m) is said to satisfy the entropic curvature-dimension
condition CDe(K,N) if the relative entropy Entm is (K,N)-convex on (P2(X),W2).

23



This condition was introduced in [EKS] for N > 0, and turned out equivalent to
CD∗(K,N) for essentially non-branching spaces in the sense of [EKS, Definition 3.10]
such as Riemannian or Finsler manifolds and Alexandrov spaces ([EKS, Theorem 3.12]).
Therefore Riemannian or Finsler manifolds with Ric∞ ≥ K satisfy CDe(K,N) for all
N < 0. For N < 0, however, a similar argument shows only that CDe(K,N) implies
CD∗(K,N).

Proposition 4.15 (CDe(K,N) implies CD∗(K,N)) Let (X, d, m) be essentially non-
branching. If (X, d, m) satisfies CDe(K,N) for some K ∈ R and N < 0, then it also
satisfies CD∗(K,N).

Proof. We give only a sketchy proof. By using the convex function Gt appearing in the
proof of Lemma 2.7, CDe(K,N) is written as

− 1

N
Entm(µt) ≤ Gt

(
−Entm(µ0)

N
,−Entm(µ1)

N
,
K

N
W2(µ0, µ1)

2

)
.

Jensen’s inequality then yields

− 1

N
Entm(µt) ≤

∫
X×X

Gt

(
− log ρ0(x)

N
,− log ρ1(y)

N
,
K

N
d(x, y)2

)
π(dxdy),

which implies the infinitesimal version of CD∗(K,N):

ρt

(
γ(t)

)−1/N ≤ σ
(1−t)
K/N

(
d(x, y)

)
ρ0(x)−1/N + σ

(t)
K/N

(
d(x, y)

)
ρ1(y)−1/N (4.10)

via the localization based on the non-branching property (see (iii) ⇒ (ii) of [EKS, Theo-
rem 3.12]). Finally the integration gives CD∗(K,N). 2

Remark 4.16 One sees from the usage of Jensen’s inequality in Proposition 4.15 that the
inequality (4.10) does not imply CDe(K,N). In other words, CDe(K,N) as an integrated
inequality is stronger than its infinitesimal version (4.10). In fact, it seems that RicN ≥ K
does not imply CDe(K,N) for N < 0. This is because, according to the notations in
Theorem 4.10,

Entm(µt) = Entm(µ0) −
∫

M

log Jt dµ0

and the implication from RicN ≥ K to CDe(K,N) for N ≥ n is verified by the calculations:(
−

∫
M

log Jt dµ0

)′′

=

∫
M

{Ric∞(γ̇) + trace(B2)}(t) dµ0

≥
∫

M

{
K|γ̇|2 +

〈∇ψ, γ̇〉2

N − n
+

(trace B)2

n

}
(t) dµ0

≥ KW2(µ0, µ1)
2 +

∫
M

(〈∇ψ, γ̇〉 − trace B)2

N
(t) dµ0
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and ∫
M

(〈∇ψ, γ̇〉 − trace B)2

N
(t) dµ0 ≥

1

N

(∫
M

(〈∇ψ, γ̇〉 − trace B)(t) dµ0

)2

=
1

N

{(
−

∫
M

log Jt dµ0

)′}2

.

The last inequality is the Cauchy–Schwarz inequality for which N > 0 is necessary.

From here on, we set

EN(µ) := exp

(
−Entm(µ)

N

)
.

The condition CDe(K,N) implies a variant of the HWI inequality similarly to [EKS,
Theorem 3.28]. Define the (relative) Fisher information of µ ∈ P2(X) with respect to
the reference measure m by

Im(µ) := |∇− Entm |(µ)2.

Under mild assumptions on the space (X, d, m) and an absolutely continuous measure
µ = ρm, we have

Im(µ) =

∫
X

|∇−ρ|2

ρ
dm.

This representation is one of the key ingredients in the identification of two gradient flows
regarded as heat flow (see [GKO], [AGS2]).

Theorem 4.17 (N-HWI inequality) Let (X, d, m) satisfy CDe(K,N) for K ∈ R and
N < 0. Then, for any µ0, µ1 ∈ P2(X) with W2(µ0, µ1) ≤ π

√
N/K if K < 0, we have

EN(µ1)

EN(µ0)
≥ cK/N

(
W2(µ0, µ1)

)
+

sK/N(W2(µ0, µ1))

N

√
Im(µ0). (4.11)

Proof. Let (µt)t∈[0,1] be a minimal geodesic along which the (K,N)-convexity inequality
(2.8) holds. Arguing as in Lemma 2.1(ii) ⇒ (iii) and setting W2 := W2(µ0, µ1) for brevity,
we have

EN(µ1) ≥ cK/N(W2)EN(µ0) +
sK/N(W2)

W2

lim sup
t↓0

EN(µt) − EN(µ0)

t

= cK/N(W2)EN(µ0) −
sK/N(W2)

W2

EN(µ0)

N
lim sup

t↓0

Entm(µt) − Entm(µ0)

t
.

Then we deduce (4.11) from

lim sup
t↓0

Entm(µt) − Entm(µ0)

t
≥ − lim inf

t↓0

max{Entm(µ0) − Entm(µt), 0}
t

≥ −|∇− Entm |(µ0)W2(µ0, µ1).

2
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In the case where K > 0 and m ∈ P2(X), (4.11) implies the following generalizations
of well known inequalities (see [EKS, Corollaries 3.31, 3.29] for the N > 0 case). Note
that Entm is nonnegative in this case by Jensen’s inequality.

Corollary 4.18 (N-Talagrand inequality) Assume that m ∈ P2(X) and (X, d,m)
satisfies CDe(K,N) with K > 0 and N < 0. Then, for any µ ∈ P2(X), we have

Entm(µ) ≥ −N log

[
cosh

(√
−K

N
W2(m, µ)

)]
.

This is a nontrivial estimate since the RHS is nonnegative.

Proof. We apply (4.11) to µ0 = m and µ1 = µ. Since Entm(m) = Im(m) = 0, we find

EN(µ) ≥ cK/N

(
W2(m, µ)

)
= cosh

(√
−K

N
W2(m, µ)

)
.

This is equivalent to the desired inequality. 2

Corollary 4.19 (N-logarithmic Sobolev inequality) Let (X, d, m) be as in Corol-
lary 4.18. Then, for any µ ∈ P2(X) satisfying

cK/N

(
W2(µ, m)

)
+

sK/N(W2(µ,m))

N

√
Im(µ) > 0, (4.12)

we have

KN

{
exp

(
2

N
Entm(µ)

)
− 1

}
≤ Im(µ).

Observe that exp(2 Entm(µ)/N) ≤ 1 and hence the LHS is nonnegative.

Proof. We apply (4.11) in the reverse direction, namely µ0 = µ and µ1 = m. This yields

exp

(
Entm(µ)

N

)
≥ c +

s

N

√
Im(µ),

where we abbreviated as c := cK/N(W2(µ,m)) and s := sK/N(W2(µ, m)). The RHS is
positive by assumption, thus we have

exp

(
2

N
Entm(µ)

)
≥ c2 +

2

N
cs

√
Im(µ) +

s2

N2
Im(µ).

Since

− 2

−N
sc

√
Im(µ) ≥ −

{
K

(
s√
−N

)2

+ K−1

(
c
√

Im(µ)√
−N

)2 }
=

Ks2

N
+

c2Im(µ)

KN
,

we obtain

exp

(
2

N
Entm(µ)

)
≥

(
c2 +

K

N
s2

)(
1 +

Im(µ)

KN

)
= 1 +

Im(µ)

KN

and complete the proof. 2
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The assumption (4.12) is rewritten as

N < −
sK/N(W2(µ, m))

cK/N(W2(µ, m))

√
Im(µ),

which is achieved by letting N smaller but then CDe(K,N) is getting stronger.
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[AGS3] L. Ambrosio, N. Gigli and G. Savaré, Metric measure spaces with Riemannian Ricci
curvature bounded from below, Duke Math. J. 163 (2014), 1405–1490.

[BS] K. Bacher and K.-T. Sturm, Localization and tensorization properties of the curvature-
dimension condition for metric measure spaces, J. Funct. Anal. 259 (2010), 28–56.

[BGL] D. Bakry, I. Gentil and M. Ledoux, On Harnack inequalities and optimal transportation,
to appear in Ann. Scuola Norm. Sup. Pisa. Available at arXiv:1210.4650

[BoLe] S. G. Bobkov and M. Ledoux, Weighted Poincaré-type inequalities for Cauchy and other
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